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ABSTRACT

To analyze the probability density distributions of surface turbulent heat fluxes, the authors apply the two-parametric modified Fisher–Tippett (MFT) distribution to the sensible and latent turbulent heat fluxes recomputed from 6-hourly NCEP–NCAR reanalysis state variables for the period from 1948 to 2008. They derived the mean climatology and seasonal cycle of the location and scale parameters of the MFT distribution. Analysis of the parameters of probability distributions identified the areas where similar surface turbulent fluxes are determined by the very different shape of probability density functions. Estimated extreme turbulent heat fluxes amount to 1500–2000 W m\(^{-2}\) (for the 99th percentile) and can exceed 2000 W m\(^{-2}\) for higher percentiles in the subpolar latitudes and western boundary current regions. Analysis of linear trends and interannual variability in the mean and extreme fluxes shows that the strongest trends in extreme fluxes (more than 15 W m\(^{-2}\) decade\(^{-1}\)) in the western boundary current regions are associated with the changes in the shape of distribution. In many regions changes in extreme fluxes may be different from those for the mean fluxes at interannual and decadal time scales. The correlation between interannual variability of the mean and extreme fluxes is relatively low in the tropics, the Southern Ocean, and the Kuroshio Extension region. Analysis of probability distributions in turbulent fluxes has also been used in assessing the impact of sampling errors in the Voluntary Observing Ship (VOS)-based surface flux climatologies, allowed for the estimation of the impact of sampling in extreme fluxes. Although sampling does not have a visible systematic effect on mean fluxes, sampling uncertainties result in the underestimation of extreme flux values exceeding 100 W m\(^{-2}\) in poorly sampled regions.

1. Introduction

Surface turbulent air–sea fluxes are highly variable over all time scales. Long-term global surface flux time series are available from Voluntary Observing Ship (VOS) data, satellite observations, and reanalyses. Compared to the monthly VOS flux climatologies of Josey et al. (1999) and Grist and Josey (2003), the present-day VOS-based products (e.g., Berry and Kent 2009) provide daily surface fluxes. Daily surface turbulent fluxes for the period from 1985 onward are also available from Woods Hole Oceanographic Institution (WHOI) objectively analyzed air–sea fluxes (OAFlux) climatology (Yu et al. 2004a,b; Yu and Weller 2007), which combines reanalyses and satellite observations by using the variational approach to develop the objectively analyzed flux fields. Surface fluxes and flux-related variables from the global reanalyses are available with 6-hourly resolution. However, in most cases these flux datasets as well as satellite-based turbulent flux products (e.g., Chou et al. 2004; Bouras 2006; Bentamy et al. 2003; Grodsky et al. 2009; Andersson et al. 2011) are evaluated in terms of the first and second moments of the distribution. At the same time, the detailed evaluation of different products, including their ability to diagnose extreme fluxes, require accurate knowledge of probability density functions (PDFs) of turbulent fluxes.

Characteristics of probability distributions of turbulent fluxes are vital for assessing error variances, analyzing averaged fluxes, and comparing the observed fluxes with climate model estimates. It was demonstrated by A. Romanou (2006, personal communication) that surface fluxes...
simulated by Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment Report (AR4) climate models imply remarkably different global PDFs in comparison with the observations. Smith et al. (2011) showed large differences in various percentiles of surface turbulent fluxes from different datasets, even when the means and medians qualitatively agree with each other. Furthermore, PDFs of surface turbulent fluxes are needed for the accurate analysis of decorrelation scales in surface fluxes (Romanou et al. 2006) and for the estimation of extreme turbulent fluxes, which are strongly localized in space and time.

Case studies (e.g., Yau and Jean 1989; LabSea Group 1998; Bond et al. 2010; Tomita et al. 2010) show that in the mid- and subpolar latitudes, particularly in the western boundary current regions, extreme turbulent fluxes exceeding 1000–2000 W m\(^{-2}\) occur at such scales as of tens of kilometers and hours. These extremes are typically associated with the intense synoptic transients experiencing explosive development over the midlatitudinal ocean (Bond and Cronin 2008; Zolina and Gulev 2003; Shaman et al. 2010; Rudeva and Gulev 2011). Quantitative description of these events requires the knowledge of the whole statistical distribution of surface fluxes. This task can hardly be achieved using raw observations, because these events are poorly captured by the VOS observations from the International Comprehensive Ocean–Atmosphere Data Set (ICOADS; Worley et al. 2005; Woodruff et al. 2011).

Characteristics of statistical distributions of surface turbulent fluxes are particularly important for analyzing flux products based on VOS data. The accuracy of the estimation of air–sea turbulent fluxes from the VOS data depends on the uncertainties of parameterizations, biases inherent in meteorological observations, and sampling errors. The quality of parameterizations has largely been improved over the last years, owing to the development of the Coupled Ocean–Atmosphere Response Experiment (COARE) family of algorithms (WGASF 2000; Fairall et al. 2003; Brunke et al. 2003) that guarantee an accuracy of 5 W m\(^{-2}\) for a wide range of surface conditions. Uncertainties due to observational errors in variables routinely measured and estimated by VOS (Josey et al. 1999; Brohan et al. 2006; Kent and Berry 2005) amount to ±15 W m\(^{-2}\) and can be significantly minimized now by incorporating metadata into the ICOADS collection (Worley et al. 2005; Kent et al. 2007; Woodruff et al. 2011). However, VOS-based air–sea fluxes and flux-related variables are also influenced by sampling errors (Lo and McBean 1978; Weare and Strub 1981; Weare 1989; Legler 1991; Cayan 1992; Gleckler and Weare 1997; Sterl 2001; Kaplan et al. 2003; Smith and Reynolds 2004; Brohan et al. 2006; Kent and Berry 2005; Chang 2005, 2007). Gulev et al. (2007a,b) provided comprehensive estimates of different sources of sampling uncertainties in the VOS-based surface fluxes using reanalyses that were subsampled to simulate the actual VOS sampling density. They reported sampling errors in the turbulent heat fluxes of up to 30–80 W m\(^{-2}\) in some poorly sampled regions. These may exceed the uncertainties associated with parameterizations and variable corrections. Furthermore, time-dependent sampling uncertainties may seriously affect estimates of secular changes and interannual variability in surface turbulent fluxes (Gulev et al. 2007b). Further quantification and minimization of sampling errors in the VOS-based surface flux estimates requires knowledge of probability distribution of fluxes. However, in many regions the limited number of VOS observations does not allow for the determination of statistical distribution characteristics unless the theoretical PDFs for surface turbulent fluxes are justified.

Probability distributions for different marine meteorological variables (temperatures, SLP, precipitation, waves, and winds) are represented by a variety of functions of which the Gaussian, gamma, and Weibull PDFs are most frequently used. For instance, for surface winds, the characteristics of the Weibull distribution were analyzed by Wright and Thompson (1983), Isemer and Hasse (1991), Monahan (2006a,b), and Morrissey et al. (2010). Recently, Monahan (2007) has analyzed some non-Weibull behavior in surface winds and suggested using the maximum entropy distribution for the wind speed at sea. Nevertheless, probability distribution for surface turbulent heat fluxes has not yet been justified. In this paper, we will describe some statistical properties of surface latent and sensible turbulent air–sea fluxes with a modified Fisher–Tippett (MFT) distribution (section 2). The description of data and preprocessing (section 3) is followed by the global climatologies of distribution parameters and those of the turbulent fluxes of rare occurrences (section 4). Characteristics of linear trends and interannual variability in the parameters of surface flux PDFs and in extreme fluxes are presented in section 5. In section 6, we apply distributions of surface fluxes to estimate the impact of sampling in the VOS-based mean and extreme fluxes. Discussion in section 7 presents the potential further applications of the probability distributions of surface turbulent fluxes.

2. Probability density distribution of surface air–sea turbulent heat fluxes

Individual values of surface turbulent fluxes over sea can vary within the range from −300 to 1500 W m\(^{-2}\) for the sensible heat flux \(Q_h\) and from small negative values to 1500–2000 W m\(^{-2}\) for the latent heat flux \(Q_e\) with the modal values lying in the range from −50 to about...
The highest turbulent fluxes are observed in the mid- and subpolar latitudes, characterized by the strongest short-period synoptic and mesoscale variability. Figure 1 shows empirical occurrence histograms of surface turbulent heat fluxes for the winter season (January–March [JFM]) during the 10-yr period 1992–2001 in the four North Atlantic regions, characterized by different surface meteorological conditions: (a), (c) Labrador Sea, 59°N, 54°W; (b), (f) Gulf Stream, 39°N, 65°W; (c), (g) northeast Atlantic 49°N, 21°W; and (d), (h) tropical Atlantic, 15°N, 51°W. Thick dotted lines show the fits of MFT distribution to each subset.

The occurrence histograms in Fig. 1 imply that the distribution of surface turbulent fluxes can be modeled by the family of the Fisher–Tippett distributions (e.g., Besset 2001) as follows:

\[ P_T(x) = \beta_T^{-1} \exp\{[(\alpha_T - x)/\beta_T] - \exp[(\alpha_T - x)/\beta_T]\}, \]

where \( P_T(x) \) is a probability density function with variable \( x \) representing either \( Q_h \) or \( Q_e \), and \( \alpha_T \) and \( \beta_T \) are...

500 W m\(^{-2}\). The highest turbulent fluxes are observed in the mid- and subpolar latitudes, characterized by the strongest short-period synoptic and mesoscale variability. Figure 1 shows empirical occurrence histograms of surface turbulent heat fluxes for the winter season [January–March (JFM)] during the 10-yr period between 1992 and 2001 in the four North Atlantic regions characterized by different surface meteorological conditions. These distributions were derived from 6-hourly high-resolution surface fluxes diagnosed by the National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) reanalysis (Kalnay et al. 1996; Kistler et al. 2001). The Labrador Sea and Gulf Stream are characterized by the strong synoptic variability of surface turbulent fluxes, with the sensible heat flux being dominant in the Labrador Sea and the latent flux prevailing over the Gulf Stream. In the northeast Atlantic, both sensible and latent fluxes are relatively small, with the mean values of about several tens of watts per square meter. The Atlantic tropics show a very small sensible flux and quite strong latent fluxes. In all regions for both \( Q_h \) and \( Q_e \), the histograms imply more heavy tails of the distributions for high positive values (positive fluxes are directed to the atmosphere) and thus a strong asymmetry of the PDFs. In some regions distributions of air–sea fluxes can exhibit different skewness and kurtosis. The modal values and long-term means are typically positive, although in some areas they can be negative, as, for example, in the upwelling regions in the eastern subtropics and tropics.
the location and scale parameters, respectively. This distribution is frequently used in various applications of physics of percolation (Bazant 2000), astrophysics (Bhavsar and Barrow 1985), and environmental science (Sayama and Sekine 2001). The Gumbel distribution, frequently applied to the analysis of extreme values, can be derived as a partial case of the Fisher–Tippett distribution. For the analysis of surface turbulent heat fluxes, we will consider a MFT distribution (1) in the following form:

\[ P(x) = a \beta \exp(-\beta x) \exp[-\alpha \exp(-\beta x)], \]  

(2)

where probability density function \( P(x) \) is steered by parameters \( \alpha \) and \( \beta \), which are linked to \( \alpha_T \) and \( \beta_T \) by the following relationships:

\[ \alpha = \exp(\alpha_T/\beta_T) \quad \text{and} \quad \beta = 1/\beta_T. \]  

(3)

Of the two parameters of PDF (2), \( \alpha \) is nondimensional and \( \beta \) holds the dimension of the inverted units of a variable, while in (1) both parameters hold the dimensions. This modification of (1) will provide a better prospect for the further interpretation of the parameters of distribution. Integration of the PDF (2) returns us to the following cumulative distribution function (CDF) \( C(x) \):

\[ C(x) = \exp[-\alpha \exp(-\beta x)], \]  

(4)

and to the following expressions for the mean and variance:

\[ \bar{x} = \int_{-\infty}^{\infty} P(x) x \, dx = \frac{C + \ln \alpha}{\beta} \quad \text{and} \quad \text{var}x = \int_{-\infty}^{\infty} P(x)x^2 \, dx - \bar{x}^2 = \frac{\pi^2}{6\beta^2}, \]  

(5)

where \( C \) is the Euler–Mascheroni constant appearing through the integration. From \( \partial P(x)/\partial x = 0 \), we can also easily get the following modal value of the MFT distribution:

\[ \tau_{\text{mod}} = \frac{\ln \alpha}{\beta}. \]  

(6)

Estimators for the parameters of the distribution (2) can be derived from the maximum likelihood method (see appendix A), which implies a system of equations to be resolved numerically through the iterative procedure as follows:

\[ \frac{n}{\alpha} = \sum_{i=1}^{n} \exp(-\beta x_i) \quad \text{and} \quad \frac{n}{-\beta} + \sum_{i=1}^{n} x_i = \alpha \sum_{i=1}^{n} x_i \exp(-\beta x_i). \]  

(7)

Numerical solution of (7) provides us with the parameter estimators. Technically, to avoid floating overflow when resolving (7), the actual values of sensible and latent fluxes in watts per square meter can be scaled by, for example, \( 10^3 \), which should be coordinated with the actual number of observations used for estimation. Estimation of the local monthly mean in a \( 2^8 \) box can involve from 5 to several thousand samples per month in poorly and well-sampled areas, respectively (Gulev et al. 2007a). Scaling of surface fluxes with, for example, \( 10^3 \) returns the values of \( \beta \) multiplied by \( 10^3 \). Below we discuss surface fluxes in units of watts per meter squared and values of \( \beta \) in \( 10^{-3} \) meters squared per watt.

Figure 2 shows the evolution of the MFT PDF (2) with the parameters \( \alpha \) and \( \beta \). The scale parameter, which holds the dimension of \( 10^{-3} \) meters squared per watt, is inversely proportional to the standard deviation of surface flux (5). It controls the squeeze of the MFT distribution, implying a gentle distribution under smaller \( \beta \) and more peaked distribution under larger \( \beta \). Nondimensional \( \alpha \) under fixed \( \beta \) determines the modal value. If \( \alpha < 1 \), then modal values will be negative with zero modal value achieved under \( \alpha = 1 \). Figure 1 also shows approximations of the empirical histograms of sensible and latent heat fluxes for different regions by the MFT distribution. This distribution fits well to the data in most locations for both sensible and latent fluxes. The Kolmogorov–Smirnov (K–S) test (e.g., D’Agostino and Stephens 1986) returns the probability that the goodness of fit of distribution (2) is higher than 95% for most cases considered. We also applied more powerful tests of goodness of fit (Littell et al. 1979; Coles 1989) based on order statistics (Michael 1983) and giving more weights to the tails than the K–S test. These alternative tests give similar results, implying that MFT fits well with the data in most cases. Some further information on testing goodness of fit will be given in section 4. However, besides the goodness of fit, estimating the differences in the MFT distribution parameters one should also consider the confidence intervals for \( \alpha \) and \( \beta \). We will address this issue in section 6 using the formalism presented in appendix A.

A reasonable question may arise about whether the selected MFT PDF is the most appropriate for the distribution of surface turbulent fluxes. We investigated the applicability of a number of alternative distributions, such as the three-parametric Weibull distribution and the Fréchet distribution, to our task. A simple application of K–S (or any alternative tests) for justifying the choice of MFT would not suffice because it does not necessarily exclude the applicability of the alternative distributions (type 2 error). To test the competitive applicability of the alternative distributions, we have used here the Neyman–Pearson criterion (see appendix A). Results of the comparative assessment are presented in section 4.
3. Data and preprocessing

For further analysis of the probability distribution characteristics of surface turbulent heat fluxes over the World Ocean, we used 6-hourly state variables [10-m scalar wind speed, sea surface temperature (SST), 2-m air temperature and humidity, sea level pressure (SLP)] from the NCEP–NCAR reanalysis (Kalnay et al. 1996; Kistler et al. 2001) for the 61-yr period from 1948 to 2008. Original 1.875° × 1.9° resolution (Gaussian grid) data were interpolated onto a 2° × 2° grid by the method of local procedures (Akima 1970) also used in Gulev et al. (2007a,b). The NCEP–NCAR reanalysis provides turbulent fluxes as diagnosed by the operational model as diagnostic variables representing 6-hourly averages starting at the reference time. To provide comparability with the VOS data, we recomputed the fluxes from 6-hourly reanalysis state variables, keeping in mind that the state variables represent 6-hourly forecasts from the reference time. Sensible and latent heat fluxes from reanalysis state variables were estimated by the COARE 3.0 algorithm (Fairall et al. 2003), which is considered to be the least biased among the available surface flux schemes (Brunke et al. 2003). The NCEP–NCAR air temperature and humidity (given at 2-m height) were adjusted to 10-m height, and the surface wind speed (reported at 10 m) was adjusted to neutral stability using the flux-profile relationships from Fairall et al. (2003). This is exactly the same procedure that has been applied for the flux computations in Gulev et al. (2007a,b).

For the simulation of sampling density implied by VOS, we also used the recent update of ICOADS marine reports for the period 1948–2007 (Woodruff et al. 2011). This archive includes data from different types of platforms (merchant and research vessels, moored and drifting buoys, etc.). A detailed description of the present state of the ICOADS collection is given by Worley et al. (2005) and Woodruff et al. (2011). Details of data coverage for different variables in space and time can be found in Gulev et al. (2007a,b). As in Gulev et al. (2007a), in this study we have only used the reports containing the whole set of parameters needed for flux computations (SST, air temperature, SLP, humidity, and surface wind). Gulev et al. (2007a) provided estimates of sampling uncertainties for radiation fluxes and thus also required the presence of cloudiness in the reports. However, the sampling density of cloudiness is quite similar to that of the other variables (see, e.g., Bedacht et al. 2007), and in practice the number of reports used in this study was just 2% higher compared to that employed by Gulev et al. (2007a).

After recomputing the individual 6-hourly turbulent heat fluxes, two datasets were formed. The first dataset consisted of the recomputed fluxes, which have regular sampling (i.e., 120 reports per a 30-day month). Another dataset was produced by the procedure of subsampling aimed to simulate the VOS sampling density. This procedure was described in detail in Gulev et al. (2003, 2007a) and provided the matching of the computed 6-hourly fluxes to the dates and UTC hours of the ICOADS reports.

For the regularly sampled and subsampled flux datasets, we computed characteristics of the MFT distribution for different variables in space and time can be found in Gulev et al. (2007a,b). As in Gulev et al. (2007a), in this study we have only used the reports containing the whole set of parameters needed for flux computations (SST, air temperature, SLP, humidity, and surface wind). Gulev et al. (2007a) provided estimates of sampling uncertainties for radiation fluxes and thus also required the presence of cloudiness in the reports. However, the sampling density of cloudiness is quite similar to that of the other variables (see, e.g., Bedacht et al. 2007), and in practice the number of reports used in this study was just 2% higher compared to that employed by Gulev et al. (2007a).

After recomputing the individual 6-hourly turbulent heat fluxes, two datasets were formed. The first dataset consisted of the recomputed fluxes, which have regular sampling (i.e., 120 reports per a 30-day month). Another dataset was produced by the procedure of subsampling aimed to simulate the VOS sampling density. This procedure was described in detail in Gulev et al. (2003, 2007a) and provided the matching of the computed 6-hourly fluxes to the dates and UTC hours of the ICOADS reports.

For the regularly sampled and subsampled flux datasets, we computed characteristics of the MFT distribution for every calendar month. Monthly values of the location and scale parameters (α and β) for sensible and latent heat fluxes, respectively) as well as monthly means, intra-monthly standard deviations, and modal values were computed according to (5)–(7) using the iterative algorithm. Furthermore, we estimated different percentiles of turbulent sensible and latent heat fluxes, including fluxes of rare occurrences corresponding to, for example, 99.9th and 99.99th percentiles.

All characteristics of the statistical distributions were computed for 2° × 2° grid cells to obtain spatial fields. For the statistics derived from the subsampled fluxes, this procedure of averaging still leaves gaps in the fully unsampled 2° × 2° boxes. Gap filling using different interpolation methods results in yet another source of uncertainties in spatial fields (Kent et al. 2000; Sterl 2001, 2004; Gulev et al. 2007a). To produce fields of flux statistics on a regular grid, we used the Akima (1970) method of local procedures. Characteristics of the method, including resulting uncertainties, are given in Gulev et al. (2007a).

According to Gulev et al. (2007a), the comparison of the monthly means derived from the regularly sampled and subsampled fluxes allows for the estimation of sampling uncertainties in surface flux fields. Thus, the squared difference between the monthly means of the regularly sampled variables or fluxes (x_o) and the VOS-like sampled variables (x_u) gives the squared total sampling uncertainty, \( \chi^2 \), as follows:

\[
\chi^2 = (x_o - x_u)^2. \tag{8}
\]
Similarly, differences were computed for the distribution parameters (location, scale, means, modal values, percentiles), derived from the regularly sampled and subsampled data.

4. Climatology of characteristics of statistical distribution of surface turbulent fluxes

Prior to the analysis of climatologies of the distribution parameters and derived extreme surface fluxes, we need to address the issue of goodness of fit of the MFT distribution and the competitive applicability of alternative distributions for the description of turbulent heat fluxes. In Figs. 3a,b, we show the goodness of fit of the MFT distribution estimated according to the K–S test. For the sensible flux, it drops below 95% only in few locations in the South Atlantic tropics, the western equatorial Indian Ocean, and the western equatorial Pacific. For \( Q_e \), regions of potentially poor fit of the MFT distribution are generally collocated with those of \( Q_h \), but are somewhat larger, especially in the North Pacific tropics. Application of the alternative Michael’s test (Littell et al. 1979; Coles 1989) results in a minor enlargement of the areas with poor fit for \( Q_h \), leaving the corresponding areas for \( Q_h \) almost unchanged. Figures 3a,b indicate areas where the results based on MFT distribution should be considered with caution. These areas are quite persistent throughout the year, with some minor enlargement during the summer season.

Besides the goodness of fit, we also analyzed the applicability of the alternative distributions (Weibull and Fréchet distributions). For this purpose we adopted the Neyman–Pearson criterion for testing the hypothesis that an alternative distribution fits better to the data than the MFT distribution. According to the formalism presented in appendix B, we have estimated the statistics \( L \) as follows:

\[
L = \ln\frac{p_{\text{alt}}}{p_{\text{MFT}}},
\]

where \( p_{\text{alt}} \) is the competitive distribution (e.g., Weibull or Fréchet distribution) and \( p_{\text{MFT}} \) is the suggested MFT distribution. Then, analyzing this statistics at a given significance level, we either accepted or rejected the null hypothesis that the surface turbulent fluxes are distributed according to MFT PDF. Details of the computation of \( L \) are given in appendix B. Figures 3c,d show the significance levels at which both MFT and the three-parameter Weibull distribution can be applied for the description of surface turbulent fluxes. For both sensible and latent fluxes, there are only a few locations where the Weibull distribution is as effective as MFT at the 95% level. In the case of sensible heat flux, areas characterized by the competitive effectiveness of both distributions are associated with the tropics. For the latent heat in the Northern Hemisphere, these areas are located in the eastern parts of the mid-latitude and subtropical oceans. The lowest probability of the effectiveness of the Weibull distribution is associated

![Fig. 3.](image-url)
with the western boundary current regions of the Northern Hemisphere. Remarkably, in many cases, the areas where both distributions are competitive are closely associated with the regions where the goodness of fit for MFT falls below 95%. Similar estimations performed for the Fréchet distribution (no figure shown) demonstrate that this distribution is less competitive with MFT compared to the three-parameter Weibull distribution.

Figure 4 shows the spatial climatological distributions of the location and scale parameters of the MFT distribution for sensible and latent heat fluxes for the period 1948–2008. The smallest values of $\alpha_h$ of less than 1 (fluxes are negative, i.e., directed from the atmosphere to the ocean) are observed in the Southern Ocean, in the northwest Atlantic, and central North Pacific. The highest values of $\alpha_h$ of 10–20 are observed in the tropics. In the regions of high sensible fluxes (Labrador Sea and western boundary currents), $\alpha_h$ ranges from 2 to 3. For the latent heat flux (Fig. 3b), the location parameter $\alpha_e$ is generally 1.5–3 times higher than $\alpha_h$ and ranges from a minimum of 1–2 (in the Southern Ocean and in the Northern Hemisphere mid- and subpolar latitudes) to 30–50 in the tropics. In the boundary current regions, the values of $\alpha_e$ show local maxima of 4–6. The smallest values of $\beta_h$ (10–15 $\times$ 10^{-3} m^2 W^{-1}) are in the areas where mean fluxes and their synoptic standard deviations are locally high (Labrador Sea, Gulf Stream, and Kuroshio). The largest values of $\beta_h$ (200–300 $\times$ 10^{-3} m^2 W^{-1}) are observed in the eastern tropics of the Atlantic and Pacific, where short-period synoptic variability of fluxes is small (Fig. 3c). For the latent heat flux, $\beta_e$ varies from 5–10 $\times$ 10^{-3} m^2 W^{-1} in the midlatitude areas of locally high short-period variability of evaporation to more than 100 $\times$ 10^{-3} m^2 W^{-1} in the eastern equatorial Pacific and in the northern and southern subpolar latitudes, where synoptic variability of $Q_e$ is quite small. Analysis of the seasonal variability in the parameters of MFT distribution (no figure shown) implies that the largest magnitudes of the annual cycle are found in the Northern Hemisphere midlatitudes where seasonal changes in the scale parameter amount to 60%–100% and are somewhat larger for $Q_h$ than for $Q_e$. This is in agreement with the strong seasonal cycle in the magnitudes of synoptic variability of turbulent fluxes (and, thus, their standard deviations steering $\beta$) in the midlatitudes and subtropics.

For reference, Fig. 5 shows the global climatological maps of sensible and latent heat fluxes for January and July. Flux values were derived from the parameters of MFT distribution $\alpha$ and $\beta$ according to (5) for individual calendar months, and then they were averaged to obtain climatological fields. Turbulent fluxes in Fig. 5 are qualitatively consistent with the other climatologies (e.g., Josey et al. 1999; Yu and Weller 2007). Local maxima of $Q_h$ during the boreal winter are observed in the Labrador Sea (>200 W m^{-2}) as well as in the Gulf Stream and Kuroshio (about 120 and 160 W m^{-2}, respectively). The largest values of $Q_e$ in the Gulf Stream and Kuroshio amount to 300 W m^{-2} being somewhat larger than those in the Indian Ocean tropics and in the Agulhas Current (150–200 W m^{-2}). A direct comparison of climatological flux fields with Josey et al. (1999), Yu and Weller (2007), or Large and Yeager (2009), for example, is difficult since different data and methods were used and different periods were considered. For the period of 1981–2005, the
climatological fluxes in Fig. 5 are slightly higher compared to those of Yu and Weller (2007), with the largest differences of 5–15 W m$^{-2}$ for the sensible flux and 10–15 W m$^{-2}$ for the latent flux. Also, the localization of subpolar areas of relatively small negative latent fluxes (net release of latent energy back into the air) during the warm season is in agreement with Yu and Weller (2007). However, here the climatological fluxes are shown for reference only since we are focused on the estimation of the flux distribution characteristics, including extreme fluxes, rather than on the development of a new surface flux climatology.

Turbulent heat fluxes (Fig. 5) and MFT distribution parameters (Fig. 4) can be jointly considered using a two-dimensional $a$–$b$ diagram, presented in Fig. 6 and showing mean values of turbulent fluxes (5) in the coordinates of the location and scale parameters. This diagram shows that the variations in the range of relatively small fluxes are primarily driven by the location parameter, while changes in the range of high flux values (whose contours are almost parallel to the $a$ axis) are steered by the scale parameter. In Fig. 6 we show the different points characterized by exactly the same sensible and latent monthly-mean fluxes for January 1996 [climatological values are not applicable here because of the nonlinearity of (5)]. Unsurprisingly, the same monthly-mean fluxes can be observed under very different $a$ and $b$. Mean monthly $Q_h = 150$ W m$^{-2}$ in the Atlantic tropics is characterized by $a$ typically exceeding 20 and $b$ lying from 20 to $30 \times 10^{-3}$ m$^2$ W$^{-1}$. The same monthly mean in the boundary current regions (where surface fluxes are highly variable) is characterized by much smaller values of the parameters and quite a different shape of distribution. More extended characteristics of the MFT distribution are demonstrated in Figs. 6b,c, showing modal values (Fig. 6b) and 99th percentiles of turbulent heat fluxes (Fig. 6c) overplotted with each other in the background. Smaller $a$ and $b$ imply a stronger asymmetry of the distribution and a larger deviation of the mean from the modal value. The largest extreme fluxes are observed under relatively small $b$ (implying high standard deviations) in a wide range of $a$. For instance, $p_{99}$ of 2000 W m$^{-2}$ can be achieved under $b$ not exceeding 3–5 \times 10^{-3} m^2 W^{-1}, which can be observed in the Gulf Stream and Kuroshio regions for $Q_e$ (with $a$ ranging from 5 to 10) and in the Labrador Sea for $Q_h$ (with $a_e$ being around 2–3). At the same time in the tropical Atlantic also characterized by strong winter latent heat fluxes (Fig. 6a), the expected extreme fluxes are several times smaller—around 300 W m$^{-2}$. Because of differences in the shape of distribution, the mean monthly latent heat flux of 150 W m$^{-2}$ implies the 99th percentile of about 330 W m$^{-2}$ in the tropics and more than 700 W m$^{-2}$ in the Gulf Stream.

In Fig. 7 we show the two-dimensional occurrence distributions of the monthly-mean surface sensible and latent fluxes over the global ocean in the coordinates of $a$ and $b$. They were computed from $2^\circ \times 2^\circ$ monthly values of $Q_h$, $Q_e$, $a$, and $b$ were scaled with cos$\phi$, $\phi$ being latitude. In other words, counts in Fig. 7 represent the fraction of the ocean area characterized by sensible and latent fluxes steered by given $a$ and $b$ parameters of the MFT distribution. Initially, these diagrams were computed for individual months from January 1948 to December 2008 and then were averaged over a 61-yr period for each $a$–$b$
class. Two-dimensional distributions for $Q_h$ and $Q_e$ are remarkably different. For sensible heat flux, the highest occurrence is concentrated in the range of $0.1 < \alpha < 2.0$ and spans over $\beta$ ranging from $10^{-15} \times 10^{-3}$ to about $100 \times 10^{-3}$ m$^2$ W$^{-1}$. For latent heat flux, the maximum occurrence is observed under $\alpha$ ranging from 1 to 10–20 and $\beta$ lying in the range from 10 to $30 \times 10^{-3}$ m$^2$ W$^{-1}$, corresponding to the tropical and midlatitudinal regions. Distribution of $Q_h$ is largely dominated by the scale parameter, while distribution of $Q_e$ is steered by the location parameter under moderate $\beta$ and by the scale parameter under smaller $\alpha$.

Statistical distributions of turbulent fluxes allow for the estimation of extreme flux values. Figure 8 shows climatological January and July 99th percentiles of sensible and latent heat fluxes over the global ocean. These estimates were derived from the CDF of the MFT distribution (4) fitted to the fluxes for individual months. The largest January 99th percentiles of turbulent fluxes (Fig. 8) amount to 1000–1200 W m$^{-2}$ in the Gulf Stream and Kuroshio regions for the latent heat flux and in the Labrador and Japan Seas for the sensible heat flux. In July (Figs. 8b,d) the largest extremes are observed in the subpolar Southern Ocean for $Q_h$ (up to 350–400 W m$^{-2}$) and in the Southern Hemisphere subtropics and midlatitudes for $Q_e$, with the local maxima of more than 600 W m$^{-2}$ in the East Australian Current system. Extreme fluxes for individual years can be considerably higher compared to the climatologically averaged 99th percentiles. Figures 8e,f show the maxima of the 99th percentiles of turbulent sensible and latent heat fluxes observed during the 61-yr period. These maxima amount to more than 1500 W m$^{-2}$ during boreal winter in the Northern Hemisphere and during austral winter in the Southern Hemisphere. The strongest absolute extremes of sensible and latent heat fluxes are observed in the subpolar latitudes for $Q_h$ and over the western boundary current regions and subtropics for $Q_e$. Locally high values of more than 1000 W m$^{-2}$ are also identified in the Red Sea, Persian Gulf, and in the Arabian Sea. Note, however, that estimates for the Arabian Sea should be taken with caution because MFT distribution here may not always fit satisfactorily with the data (Figs. 3a,b). The zonally averaged different percentiles of latent and sensible heat fluxes for January and July are shown in Fig. 9. During the Northern Hemisphere, winter zonal extremes of $Q_e$ amount to 480 and 850 W m$^{-2}$ for 99th and 99.99th percentiles, respectively, in the subtropics. The corresponding extreme values of $Q_h$ in the mid- and subpolar latitudes are equal to 300 and 560 W m$^{-2}$. During austral winter extreme sensible and latent fluxes in the Southern Hemisphere are typically 20%–30% smaller compared to those for the boreal
winter in the Northern Hemisphere. Figure 9 also clearly shows strong change in the squeeze of the MFT distribution from winter to summer, in agreement with the seasonal changes in the parameters of distribution.

5. Interannual variability in the characteristics of statistical distributions of surface turbulent fluxes

Now let us consider the interannual variability of surface turbulent fluxes in the context of the parameters of MFT distribution. Figure 10, on the α–β diagram, schematically shows some changes in the 99th percentile of turbulent fluxes, which are, hypothetically, caused by the change in the mean flux by 20 W m\(^{-2}\) under different associated changes in α and β. The value of 20 W m\(^{-2}\) gives a typical range of interannual variations of surface fluxes and also represents a reasonable estimate of the linear trends during the recent decades (e.g., Yu and Weller 2007; Yu 2007; Gulev et al. 2007b). According to Fig. 10, a positive change in the mean turbulent flux can be associated with both positive and negative tendencies in extreme fluxes and can vary from a few watts per square meter to several hundred watts per square meter, depending on the changes in α and β. Similarly, the decrease of the mean turbulent flux by 20 W m\(^{-2}\) under different tendencies in α and β may result in the change of the 99th percentile from −150 W m\(^{-2}\) to more than 100 W m\(^{-2}\).

Keeping this in mind, we show in Fig. 11 the linear trends (1948–2008) in the means and 99th percentiles of sensible and latent heat fluxes for the periods from October to March and from April to September corresponding to the cold (warm) and warm (cold) seasons in the Northern (Southern) Hemispheres. In the Southern Hemisphere, NCEP–NCAR state variables are influenced by the temporal inhomogeneity of data assimilation input (e.g., White 2000; Sterl 2004). However, here we are not making new inferences about secular changes in the fluxes computed from reanalyses, but rather quantifying the differences between the changes in mean and extreme fluxes. Details of the estimation of the trend significance are explained in Fig. 11. Figures 11a–d show statistically significant upward trends in turbulent fluxes in the western boundary current regions (4–7 W m\(^{-2}\) decade\(^{-1}\) for \(Q_e\) and 2–3 W m\(^{-2}\) decade\(^{-1}\) for \(Q_h\)). Seasonality of the trend patterns is clearly evident for the eastern Atlantic tropics, Kuroshio region, Bengal Bay, and South China Sea, where cold and warm seasons are characterized by significantly positive and negative trends, respectively. These changes in the trend sign are likely to be imposed by the change in the summer monsoon breaks reported, for example, for the Indian Ocean by Ramesh Kumar et al. (2005, 2009). Linear trends for 1981–2005 (no figure

**Fig. 7.** Two-dimensional occurrence distributions of the monthly-mean surface (a) sensible and (b) latent turbulent heat fluxes over the global ocean in the coordinates of the location and scale parameters of the MFT distribution. Black contours correspond to the mean fluxes as in Fig. 6.
shown) are very consistent with Yu and Weller (2007) estimates performed for this period using OA WHOI daily fluxes. Similarly, our estimates of trends in the latent heat flux for the decades of 1970s and 1990s are in agreement with the interdecadal changes in evaporation reported by Yu (2007).

In the regions where linear trends in extreme turbulent fluxes (Figs. 11e–h) are qualitatively consistent with those for the mean fluxes, they typically show stronger tendencies that amount to more than 15 W m\(^{-2}\) decade\(^{-1}\) for \(Q_e\) and up to 10 W m\(^{-2}\) decade\(^{-1}\) for \(Q_h\) in the western boundary current regions. However, there are areas where tendencies in the mean and extreme fluxes disagree. First of all in the Southern Ocean between 20\(^\circ\)W and 120\(^\circ\)E, negative trends in the mean fluxes imply positive trends in extreme fluxes for both \(Q_h\) and \(Q_e\). For the period April–September in the Kuroshio region, mean \(Q_h\) exhibits slightly negative trends, while trends in extreme fluxes are significantly positive. Analysis of trends for individual months (no figure shown) also shows differences in the trend sign for \(Q_e\) in the subpolar and eastern subtropical Atlantic in boreal winter and for \(Q_h\) in the Agulhas Current in austral winter.

It is interesting to consider trends in the mean and extreme fluxes with respect to the tendencies in the parameters of MFT distribution (Fig. 12). In the western boundary current regions (Gulf Stream, Kuroshio, Agulhas), positive trends in \(Q_e\) are associated with slightly growing \(a\) and the negative change in \(b\). Negative trends in \(Q_e\) in the Northern Hemisphere midlatitudes are associated with a slightly negative change in \(a\) and increasing \(b\). Negative trends in \(Q_e\) in the tropical Pacific are associated with the strong negative changes in \(a\) and the weakly growing \(b\). Positive \(Q_e\) trends during April–September in the central Indian Ocean are implied by the negative change in both \(a\) and \(b\). We considered the following ratios between the trend magnitudes in extreme and mean fluxes:

\[
\xi(Q_e) = \frac{\partial p_{99}(Q_e)}{\partial Q_e} \quad \text{and} \quad \xi(Q_h) = \frac{\partial p_{99}(Q_h)}{\partial Q_h},
\]

shown in Figs. 12e,f for the latent heat flux. In the Northern Hemisphere midlatitudes and in the central Indian Ocean, ratios (10) typically exceed 2–3, implying a relatively strong change of extreme fluxes for a given tendency in the mean fluxes. The largest \(\xi\) values (up to 10–15) are observed in
the western boundary current regions, where strongly
decreasing $\beta$ (and, thus, the magnitude of the synoptic vari-
bility of fluxes) implies a strong growth of extreme fluxes
(see diagram in Fig. 10). In the Pacific and Atlantic tropics,
values of $\xi$ vary from $-1$ to $2$, implying either a smaller
magnitude of trends in $p_{99}$ compared to the mean fluxes or
even opposite tendencies in the mean and extreme fluxes.
This effect is also clearly visible in the Southern Ocean
between $20^\circ W$ and $120^\circ E$ in both cold and warm periods.
The same analysis performed for $Q_h$ (not shown) reveals
qualitatively similar results with, however, stronger spatial
variability of the ratio (10). Sensible fluxes are generally
smaller in magnitude and are characterized by smaller $\alpha$
and larger $\beta$ compared to the latent fluxes (Figs. 4, 6). This
implies a potentially large scatter of tendencies in extreme
values associated with given changes in the mean values.

Now it is interesting to consider the variability in tur-
bulent fluxes and associated variations in the MFT distribu-
tion parameters and extreme fluxes at interannual time
scales. During boreal winter (JFM), the highest interannual
standard deviations of $Q_e$ in excess of $30-40$ W m$^{-2}$ are
observed in the Gulf Stream and Kuroshio. The strongest
values of $\sigma(Q_e)$ during June–September (JAS) ($30-35$
W m$^{-2}$) are observed in the tropics. In the areas of the
strongest $\sigma(Q_e)$ in the western boundary current regions,
standard deviations of $\alpha$ (no figure shown) amount to
10%–15% of the mean values, with $\sigma(\beta)$ being from 5% to
10% of the mean values. At the same time, tropical max-
imae of $\sigma(Q_e)$ are associated with the magnitudes of $\sigma(\alpha)$ of
up to 80% of the mean values. Figure 13 shows the ratio
between interannual standard deviations of the mean
fluxes and their 99th percentiles for $Q_h$ (Figs. 13a,c) and
Q_e (Figs. 13b,d) for JFM and JAS. In the subpolar latitudes during the warm season, extreme fluxes exhibit much stronger interannual variability compared to the mean fluxes. Indeed, strong cyclones (and associated extreme fluxes) can occur here even in summer, although they do not significantly affect seasonal means. In the tropics the magnitude of interannual variability of extreme fluxes only slightly exceeds the magnitude of variability in the means, and sometimes it is even slightly smaller (for Q_h).

This is different from the ratio between the magnitudes of linear trends (Fig. 12), which shows quite high values in the Indian Ocean tropics. Figures 13e–h show the maps of correlation between mean and extreme fluxes on interannual time scales. Time series of the anomalies were detrended for the computation of correlation coefficients.

Over nearly half of the global ocean correlations are less than 0.7, implying that less than 50% of the variability in means is accounted for by the variability in extreme fluxes. Furthermore, in many areas (subpolar regions for Q_h and tropical areas for Q_e), the correlation drops below the level of significance, implying that changes in extreme and mean fluxes are not coordinated. Thus, mean and extreme fluxes regionally exhibit not only significantly different linear trends but also quite different interannual variability.

6. Impact of sampling on characteristics of statistical distribution of surface fluxes

Analysis of probability distributions of surface turbulent fluxes is also useful for the estimation of the impact of sampling on climatological surface fluxes. This estimation was provided for the period 1948–2007 for which VOS data were available from ICOADS. Figures 14a,b show the total sampling error (8) normalized by the mean surface flux magnitudes. In the Southern Ocean for both Q_h and Q_e, the total sampling uncertainty (30–50 W m\(^{-2}\)) closely matches or even exceeds 100% of the mean flux values. Winter values of the total sampling error may amount to 60–70 W m\(^{-2}\) (Gulev et al. 2007a) for both Q_h and Q_e in the Labrador Sea and the Southern Ocean. Using MFT distribution, we can extend the analysis of sampling uncertainties to the estimation of the impact of sampling on extreme fluxes. These estimates were derived by the method described in section 3. Figures 14c,d show the climatological total sampling error in the 99th percentile of the sensible and latent heat fluxes. Uncertainties in 99th percentiles are typically 2–3 times higher than those in the mean fluxes, the largest occurring in the mid- and subpolar latitudes of both hemispheres (up to 100 W m\(^{-2}\) for climatological values). In winter (no figure shown), the total sampling uncertainty in extreme fluxes may locally amount to 200–300 W m\(^{-2}\) for \(p_{99}\), being considerably larger for the higher percentiles. Note that sampling errors in extreme fluxes as well as in \(\alpha\) and \(\beta\) were only estimated in the areas where at least five VOS observations per month were available for at least 10 yr in the record. This limitation leaves blanked the poorly sampled areas in the Southern Ocean in Figs. 14c–j. For some of these cells, however, the total sampling error in the mean could be estimated (Figs. 14a,b) because the requirements for its estimation are less restrictive than those for the computation of PDF from the subsampled time series (Gulev et al. 2007a).

Figures 14e,f show climatological maps of the following ratio between the relative total sampling errors in the extreme and mean fluxes:

\[
\mu_{99}(Q) = \frac{\chi[p_{99}(Q)]/p_{99}(Q)}{\chi(Q)/Q}.
\]

Remarkably, the spatial distribution of the ratio \(\mu\) is largely dominated by the location parameter \(\alpha\), (cf. with Fig. 4), being \(< 1\) in the subpolar and midlatitudes and
typically >1 in the subtropics and tropics. Note, that the higher relative sampling error in extreme fluxes compared to the mean flux values does not imply a similar conclusion for the absolute sampling errors, which are the largest in poorly sampled regions outside of the major ship routes (Figs. 14c,d). Figures 14g–j also show estimates of the total sampling errors in the location and scale parameters along with the areas (colored in gray) where they fall within the confident intervals of the parameters themselves (see appendix A), and thus they cannot be discussed with confidence. The largest sampling uncertainties in $\alpha_h$ (40%–50% of the mean values for $\alpha_h$ and 20%–30% of the mean for $\alpha_e$) are observed in the tropical areas. In the mid- and subpolar latitudes, sampling errors in $\beta_h$ and $\beta_e$ decrease together with the mean values of the parameters and become in many areas smaller than the confident intervals of $\alpha$. Sampling errors in $\beta_h$ and $\beta_e$ also drop considerably in the regions of the Gulf Stream and Kuroshio (for $Q_h$) and in the Southern Ocean subtropics (for $Q_e$), where their magnitudes become smaller than the confident intervals.

The impact of sampling on the global air–sea turbulent fluxes is shown in Fig. 15, demonstrating the differences between the two-dimensional distributions of the regularly
sampled (Fig. 7) and undersampled fluxes in the co-
ordinates of the location and scale parameters. Gulev et al. (2007a) argued that a systematic effect of sampling errors for long-term flux estimates is hardly detectable in most regions. Stormy conditions typically do not result in significant changes in major ship routes but rather affect the quality of the reports. In this respect a significant difference between the random and the total sampling error (Gulev et al. 2007a) can be explained by the fact that the actual sampling is characterized by the grouping of reports in the adjacent series of interdependent observations that reduces the effective number of independent samples. Figures 15a,b show the differences between the occurrences of the regularly sampled and undersampled fluxes at the two-dimensional $\alpha-\beta$ diagram, computed by subtracting the occurrences of the VOS-like sampled fluxes from the occurrences of the regularly sampled ones. This figure clearly demonstrates that the undersampling tends to shift both location and scale parameters toward somewhat higher values. However, when these changes are not negligible (at least 5%–10% of the mean probabilities shown in Fig. 7), they do not unconditionally imply any systematic decrease or increase of the mean fluxes. At the same time, if we consider these changes with respect to the contours of extreme fluxes at $\alpha-\beta$ diagram, there will be a clear evidence of the systematically smaller estimates of, for example, 99th percentiles of turbulent heat fluxes in the undersampled subset compared to the fully sampled fluxes. Thus, it is likely that sampling may seriously affect the tails of probability distributions and result in an underestimation of extreme turbulent fluxes.

7. Summary and discussion

We have analyzed the probability distributions of surface turbulent sensible and latent heat fluxes using the two-parametric MFT distribution, which effectively describes statistical properties of turbulent fluxes and fits well with the observed probability of occurrence of fluxes in most areas. Application of the MFT distribution allows us to extend the analysis of mean surface turbulent fluxes to the consideration of the distribution
parameters (location and scale) and to the quantification of turbulent fluxes of rare occurrences that cannot be always accurately estimated from the raw data. Mean climatology, seasonal and interannual variability of the distribution parameters, and extreme flux values were derived using turbulent fluxes recomputed from the 6-hourly NCEP–NCAR state variables for the period 1948–2008. Extreme sensible and latent fluxes may locally amount to 1500–2000 W m$^{-2}$ (for the 99th percentile) and can exceed 2000 W m$^{-2}$ for the higher percentiles. Our analysis has identified the areas (e.g., tropical regions, Southern Ocean, Kuroshio Extension) where both the linear trends and the interannual variability of the mean and extreme turbulent fluxes are not consistent.

Finally, probability density distributions were applied to the analysis of sampling uncertainties in the VOS-based surface flux climatologies. Inadequate sampling results in more than 100 W m$^{-2}$ uncertainties in climatological extreme fluxes, which are twice as large in the cold season. The ratio between the relative sampling errors in extreme and mean fluxes varies significantly over the global ocean, being the largest in the tropics, thus implying that even under the relatively small sampling uncertainties in the means, sampling errors in extreme fluxes may be quite large. Although sampling does not have a visible systematic effect on the estimates of the mean fluxes, it results in a considerable underestimation of extreme fluxes.

FIG. 13. Ratios between interannual standard deviations of the mean fluxes and their 99th percentiles for (a),(c) $Q_h$ and (b),(d) $Q_e$ for JFM and JAS as well as correlation coefficients between the detrended seasonal anomalies of means and 99th percentiles of the (e),(g) sensible and (f),(h) latent fluxes for JFM and JAS.
FIG. 14. Total sampling errors in (a) sensible and (b) latent annual mean surface fluxes normalized by the mean surface flux magnitudes, total sampling errors in the 99th percentile of (c) sensible and (d) latent heat fluxes (W m$^{-2}$), ratio $\mu$ (10) between the relative total sampling errors in the extreme and mean fluxes for (e) sensible and (f) latent heat fluxes, and total sampling errors in the (g),(h) location and (i),(j) scale parameters for sensible and latent heat fluxes. Gray shading in (g)-(j) indicates the areas where sampling errors in the MFT parameters are within the confident intervals of the parameters and, thus, cannot be considered to be significant.
Analysis of probability distributions of surface turbulent fluxes enables a number of applications for validating different surface flux products and understanding the variability in surface fluxes. First of all, comparisons of surface flux products from different reanalyses, satellite data, and VOS can move from considering the means and standard deviations to analyzing the parameters of probability distributions and extreme fluxes. Comparisons of surface flux products with each other and their validations against the buoy data typically consider the differences in mean values (e.g., Josey 2001; Smith et al. 2001; Moore and Renfrew 2002; Renfrew et al. 2002; Kubota et al. 2003, 2008; Rouault et al. 2003; Yu et al. 2004a; Liu and Curry 2006; Bouras 2006; Grodsky et al. 2009; Andersson et al. 2011). Smith et al. (2011) extended these comparisons to the consideration of different percentiles (from 5th to 95th), which were estimated from the raw data. However, these estimates may be biased because of a different sampling density in different datasets. Furthermore, raw data do not allow for the estimation of higher percentiles (e.g., 99.99th).

Considering applications of the suggested framework to the intercomparison of different reanalyses, we strongly believe that the analysis of probability distributions may help to quantify skills of different reanalyses to replicate extreme fluxes associated with, for example, tropical cyclones and the other small-scale events, which are only accurately reproduced by the modern era reanalyses. For instance, Schenkel and Hart (2012) demonstrated large differences in maximum wind speed characteristics of tropical cyclones in five reanalyses [40-yr European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-40), the ECMWF Interim reanalysis (ERA-Interim), Japanese reanalysis (JRA), Modern-Era Retrospective Analysis for Research and Applications (MERRA), and Climate Forecast System Reanalysis (CFSR)] amounting to more than 20 m s\(^{-1}\). These differences definitely affect estimates of turbulent fluxes and may also have a serious effect on the mean flux values. In this respect, the analysis of PDFs of turbulent fluxes revealed by different reanalyses will provide a good prospect for the intercomparison and validation of reanalysis flux products.

Besides the comparisons of different datasets, analysis of surface flux PDFs may also shed more light on the comparisons between different flux computation schemes, especially in the regions of high occurrence of extreme fluxes (western boundary currents and high latitudes). According to Bourassa and Gille (2008) in the Drake Passage, the probability of sensible heat fluxes exceeding 450 W m\(^{-2}\) in winter may vary within 20 times when computed by different schemes. Given that the major uncertainties of the bulk flux algorithms are associated with the strong winds, implying extreme turbulent fluxes (e.g., Gulev et al. 2010), the analysis of PDFs of surface fluxes
derived from different parameterizations may show how different schemes replicate the flux extremes. This will help to quantify the range of comparability of different methods in terms of percentiles of the flux distributions.

Analysis of the parameters of PDFs of surface turbulent fluxes may help to identify the mechanisms responsible for the variability in surface turbulent fluxes in the western boundary current extension regions. Our Figs. 11–13 clearly identify the regions where the trends and the interannual variability between mean and extreme fluxes are not consistent. Trends in extreme fluxes in the western boundary current regions are associated with the growing occurrence of cyclone activity and the associated cold-air outbreaks. In the midlatitudes, especially in wintertime, a series of cyclones are associated with the high occurrences of extreme fluxes in the cyclone rear parts (e.g., Zolina and Gulev 2003; Rudeva and Gulev 2011; Shaman et al. 2010; Bond et al. 2010). Shaman et al. (2010) demonstrated that the growing occurrence of cyclonic events in the Gulf Stream area in winter season (November–March) results in the coordinated increase of both mean and extreme fluxes. In summer season the occurrence of cyclone events provoking high turbulent fluxes is relatively low. Although these very rare events do contribute to the formation of extreme fluxes, mean fluxes may be formed by various mechanisms associated with, for example, the summer monsoon onset in the Kuroshio region, South China Sea, and the Indian Ocean. This may result in different tendencies in mean and extreme fluxes, especially during the warm season. Considering the changes in the mean and extreme fluxes in the midlatitudes, it is likely that even more remarkable disagreements can occur at shorter (e.g., weekly) time scales. When the cyclonic regime is changed to the blocking circulation, the probability distributions may change drastically. Thus, the analysis of changes in cyclone activity provides a potential clue for understanding the mechanisms of climate variability in probability distributions of surface turbulent heat fluxes.

Recently, Konda et al. (2010) analyzed the differences in turbulent fluxes associated with different airmass transformations north and south of the Kuroshio Front. Similar differences were noted by Zolina and Gulev (2003) for the Gulf Stream Front. Strong differences under different directions of wind blow can be easily quantified in terms of the MFT distribution parameters and estimates of fluxes of rare occurrences. We estimated the parameters of the MFT distribution using the Kuroshio Extension Observatory (KEO, south of Kuroshio) and the Japan Agency for Marine-Earth Science and Technology (JAMSTEC) KEO (JKEO, north of Kuroshio) data for the winter periods of 2007 and 2008 analyzed by Konda et al. (2010). Although for the strong northerly winds the difference in the latent heat flux between the two buoys is small, the differences in the location and scale parameters of the MFT distribution are responsible for about a 30% difference in the 99.9th percentile of $Q_e$ (1245 W m$^{-2}$ at the KEO buoy versus 956 W m$^{-2}$ at the JKEO buoy). Thus, what was termed by Konda et al. (2010) as “extremely large fluxes” may become quite different north and south of the Kuroshio Front. Under the monsoon conditions in 2007 and 2008, when at the southern KEO buoy the latent fluxes were larger by 40–80 W m$^{-2}$, the MFT distribution returns very similar extreme fluxes (680 and 697 W m$^{-2}$, respectively), implying that the difference in the means was caused by the background conditions that are typical for the alongfront wind blow.

Analysis of the PDFs of surface turbulent fluxes also enables a considerable progress in the estimation of sampling uncertainties and their potential minimization. Here we presented only the first results from the analysis of the sampling effects. Further steps will involve the application of the theory of censored samples, which generally allows (under some assumptions) for the correction of the parameters of distributions derived from the undersampled data and, thus, to minimize sampling biases in the mean fluxes and their statistics. For the development of the appropriate algorithms, however, it is necessary to investigate the statistical relationships between the sampling-implied biases in MFT distribution parameters and the magnitudes of synoptic and mesoscale variability. These relationships can vary significantly from one region to another, and their accurate regional estimates are required. If sampling uncertainties are quantified in terms of MFT distribution parameters, this may help to compare the satellite, VOS, and reanalysis products more accurately; they all have different sampling that affect the products; and sampling-associated uncertainties may be regionally comparable to those attributed to the parameterizations and retrieval algorithms.
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APPENDIX A

Estimation of the Confidence Limits for the Parameters of MFT Distribution

Equations (7) provide the maximum likelihood estimation of the parameters of MFT distribution, that is, the maximum of the likelihood function, as follows:

\[ p(\mathbf{x}, \alpha, \beta) = (\alpha \beta)^n \exp\left( -\beta \sum_{i=1}^{n} x_i \right) \exp\left[ -\alpha \sum_{i=1}^{n} \exp(-\beta x_i) \right]. \]

(A1)

For the logarithm of (A1), the following equality holds:

\[ \Lambda = \ln[p(\mathbf{x}, \alpha, \beta)] = n \ln(\beta) + n \ln(\alpha) - \beta \sum_{i=1}^{n} x_i - \alpha \sum_{i=1}^{n} \exp(-\beta x_i), \]

(A2)

where \( n \) is the number of observations, \( \mathbf{x} = (x_1, \ldots, x_n) \) is the vector of flux values, \( p(\mathbf{x}, \alpha, \beta) \) stands for the density of the joint distribution of the vector of flux values, and \( L \) denotes \( \ln[p(\mathbf{x}, \alpha, \beta)] \) for brevity. Applying a standard mathematical technique, we can prove that if all values in the vector \( \mathbf{x} = (x_1, \ldots, x_n) \) are not identical, the equations in (7) have the root \( \alpha_0 > 0, \beta_0 > 0 \) and that this root will be unique at the interval \( 0 < \alpha < \infty, 0 < \beta < \infty \).

In this case the vector \( \sqrt{n}(\alpha - \alpha_0, \beta - \beta_0) \) is distributed asymptotically (when \( n \to \infty \)) as a two-dimensional Gaussian vector with zero mean and covariance matrix \( \mathbf{I}^{-1}(\alpha_0, \beta_0) \), where \( \mathbf{I} \) is the observed information matrix and \( \mathbf{I}^{-1}(\alpha_0, \beta_0) \) is its inverted matrix with the matrix elements being

\[ i_{11} = \frac{\partial^2 \Lambda}{\partial \alpha^2} = -\frac{n}{\alpha^2}, \quad i_{12} = \frac{\partial^2 \Lambda}{\partial \alpha \partial \beta} = -\frac{n}{\beta^2} - \alpha \sum_{j=1}^{n} x_j e^{-\beta x_j}, \]

\[ i_{12} = i_{21} = \frac{\partial^2 \Lambda}{\partial \alpha \partial \beta} = -\sum_{j=1}^{n} x_j e^{-\beta x_j}. \]

(A3)

The proof of this statement follows from a general statement for the regular distributions (see, e.g., Lehmann and Romano 2005) and from the regularity of the considered distribution. As a corollary of this statement, the confident intervals for parameters \( \alpha \) and \( \beta \) with a 95% significance level will be given as an internal domain of the ellipse as follows:

\[ \frac{(\alpha - \alpha_0)^2}{\sigma_1^2} - \frac{2 \rho}{\sigma_1 \sigma_2} (\alpha - \alpha_0)(\beta - \beta_0) \]

\[ + \frac{(\beta - \beta_0)^2}{\sigma_2^2} = 6(1 - \rho^2). \]

(A4)

where \( \sigma_1^2 = i_{11}, \sigma_2^2 = i_{22}, \) and \( \rho = i_{12}/\sigma_1 \sigma_2 \) at points \( (\alpha = \alpha_0, \beta = \beta_0) \). By the consecutive replacement of variables in (A4), this ellipse can be transited into a canonic form as follows:

\[ \frac{u}{\sqrt{3(1 + \rho)}} + \frac{v}{\sqrt{3(1 + \rho)}} = 1 \]

(A5)

and rewritten in a parametric form as

\[ u = \sqrt{3(1 + \rho)} \cos \varphi, \quad v = \sqrt{3(1 + \rho)} \sin \varphi. \]

(A6)

Returning to the original variables, we obtain the final parametric expression as follows:

\[ \alpha = R \sigma_1 (\sin \varphi + \cos \varphi) + \alpha_0 \quad \text{and} \quad \beta = R \sigma_2 (\cos \varphi - \sin \varphi) + \beta_0, \]

(A7)

where

\[ R = \sqrt{3(1 + \rho)} \]

(A8)

and \( \varphi \) varies from 0 to \( 2\pi \). This expression (A7) was used for the estimation of confident intervals for \( \alpha \) and \( \beta \).

APPENDIX B

Testing the Applicability of the MFT with Respect to the Alternative Distributions Using Neyman–Pearson Criterion

The null hypothesis (H0) is that the turbulent flux (\( x \)) implies the MFT distribution, given by

\[ p_0(\mathbf{x}, \alpha, \beta) = \prod_{i=1}^{n} \alpha \beta \exp(-\beta x_i) \exp[-\alpha \exp(-\beta x_i)], \]

(B1)

where \( n \) is the number of observations (sample size) and \( i \) is the current index of samples. The competitive hypothesis (H1, being an alternative to H0) is that \( x \) has a three-parameter Weibull distribution as follows:

\[ p_1(\mathbf{x}, \alpha, \beta) = \prod_{i=1}^{n} \frac{\alpha}{\beta} \exp\left( -\frac{x_i}{\beta} \right) \left[ 1 - \exp\left( -\frac{x_i}{\beta} \right) \right]^{\alpha - 1}, \]

(B2)
\[ p_1(x, \kappa, \lambda, \theta) = \prod_{i=1}^{n} \left( \frac{k}{\lambda} \right) \exp \left[ -\left( \frac{x_i - \theta}{\lambda} \right)^k \right], \]

(B2)

with \( \theta, \kappa, \) and \( \lambda \) being location, shape, and scale parameters, respectively. According to the Neyman–Pearson theorem (Borowkov 1984), the most powerful criterion for testing the hypothesis \( H_0 \) with respect to \( H_1 \) is based on the following statistics:

\[
L = \ln \frac{P_1}{P_0} = \sum_{i=1}^{n} \ln \left[ \left( \frac{k}{\lambda} \right)^{-(x_i - \theta)} \right] \exp \left[ -\left( \frac{x_i - \theta}{\lambda} \right)^k \right] - \sum_{i=1}^{n} \ln \{ \alpha \beta \exp(-\beta x) \exp[-\alpha \exp(-\beta x)] \}.
\]

(B3)

The \( H_0 \) hypothesis is rejected if the probability

\[
P_{H0} \left( \ln \frac{P_1}{P_0} > \epsilon \right),
\]

(B4)

where \( \epsilon \) is the \( p \) value corresponding to the chosen significance level (e.g., 95% or 99%). Although the direct computation of statistics \( L \) in (B3) is quite complicated, we can note that all random values \( x_i, i = 1, \ldots, n \) are independent and identically distributed. Therefore, all the sums in (B3) will asymptotically have a Gaussian distribution with the mean \( n \mu \) and the variance being \( n \sigma^2 \), where

\[
\mu = \int_{-\infty}^{\infty} \ln \left[ \frac{P_1(x)}{P_0(x)} \right] P_0(x) \, dx \quad \text{and}
\]

\[
\sigma^2 = \int_{-\infty}^{\infty} \ln^2 \left[ \frac{P_1(x)}{P_0(x)} \right] P_0(x) \, dx - \mu^2,
\]

(B5)

are the PDFs of the Weibull and the MFT distribution, respectively. Now, substituting parameters \( \alpha, \beta, \theta, \kappa, \) and \( \lambda \) and computing \( n \mu, n \sigma^2 \) we can define the actual value of statistics \( L \) and test the hypothesis \( H_0 \). According to (B4), the hypothesis will be rejected if \( L \) is greater than \( p \) value \( \epsilon \) at a given level of significance. A formulation similar to (B2)–(B5) can be developed for the Fréchet distribution.
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