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ABSTRACT

Simulated transient-tracer distributions (tritium, *He, freons) on the isopycnal horizons o, = 26.5 and 26.8
kg m™ are presented for the East Atlantic, 10°-40°N. Tracer transport is modeled by employing a baroclinic
flow field based on empirical data in a kinematic isopycnal advection-diffusion numerical model, in which
winter convection is taken as the mechanism of communication with the ocean surface layer, and the isopycnal
diffusivity is a free parameter. Diapycnic transport is ignored. The simulations employ time-dependent tracer
boundary conditions, which are constructed on the basis of available observations. Simulations are compared
to data obtained on a meridional section in 1981 (F/S Meteor, cruise 56/5). Best simulations were obtained by
means of a subjective optimization procedure. On both levels, the observed distributions and the best simulated
distributions agree well. The fact that the surface boundary conditions and interior distributions of the tracers
are distinctly different leads us to the conclusion that our model provides a consistent description of upper
main-thermocline ventilation and interior transport. Surface-water densities in February are found to represent
adequately the winter outcrop boundaries, with an uncertainty of about 300 km across. The required isopycnal
diffusivity south of 29°N is 1700 m?s™*, and 2900 m? s™! further north (+70/—~40%). Interior transport is found
to be predominantly advective. Advective ventilation across 30.5°N east of 33°W amounts to only 12% and
40% for the 26.5 and 26.8 horizons of the total ventilation rates reported by Sarmiento. The North Atlantic/

South Atlantic Central Water boundary near 15°N is found to be predominantly determined by advection.

1. Introduction

The internal recirculation of North Atlantic main
thermocline water and its interfacing with the ocean
surface layer (ventilation) have been the subject of a
number of recent publications (McCartney, 1982;
McDowell et al., 1982; Luyten et al., 1983a,b; Cox and
Bryan, 1984). Much of the work was oriented toward
understanding the flow dynamics with emphasis on
potential vorticity conservation. The usefulness of
transient tracer observations in this context has been
shown by Sarmiento et al. (1982) on the basis of a
1972-73 tritium survey. Because these tracers have
been added to ocean surface waters in a distinct areal
and time pattern, their subsequent appearance in the
ocean interior will reflect the exchange with the ocean
surface layer in a quantifiable way. The discussion by
Sarmiento et al. (1982) at least demonstrated a quali-
tative correspondence between the observed tritium
field and the water mass distribution expected accord-
ing to main thermocline ventilation models.

Ventilation implies exchanges of matter and heat
between the ocean surface layer and the interior and
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is thus of climatological, geochemical and environ-
mental relevance. Ocean models have been formulated

‘to quantify this exchange (Cox and Bryan, 1984).

Transient-tracer data are attractive in this context be-
cause oceanic tracer transport is fully analogous to the
transport of other dissolved substances, and essentially
also to that of heat, and because they contain infor-
mation on typical time scales of some years where other
observational evidence is scarce. However, it is clear
that in order to exploit fully the potential of the tracer
data appropriate ocean models are required (Sar-
miento, 1983a).

The quantitative modeling of tracer distributions
taking account of main thermocline ventilation is not
well advanced at the present time. A very simple gross-
transfer approach of ocean surface/ocean interior ex-
change for the North Atlantic was used by Weiss et al.
(1979), and Sarmiento (1983b) calculated, on the basis
of the tritium dataset already mentioned, the bulk ex-
change rates for the main thermocline waters using an
isopycnal box model. It is attempted here to proceed
further along this line by providing a more explicit for-
mulation of the water mass transport. Model simula-
tions for the density horizons ¢, = 26.5 and 26.8 are
compared to simultaneous observations for the tran-
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sient tracers tritium, tritiugenic 3He, and the freons.
These tracers have distinctly different distributions, the
tritium/*He pair specifically allowing one to deduce
interior-ocean travel times. The combination of these
tracers, therefore, will subject the model to particularly
powerful constraints. The analysis represents a further
step in developing the methodology for inverting tran-
sient tracer observations into oceanic transport infor-
mation.

The following section includes an assessment of re-
cent results on surface layer to interior transfers and
the interior circulation field. Subsequently, the obser-
vational data are described that were obtained on a
long meridional section in the northeast Atlantic with
F/S Meteor in 1981, and ocean-surface tracer boundary
conditions are presented. Following a model descrip-
tion in section 4, model-simulated tracer distributions
are compared to the observational data.

2. Surface transfer and interior circulation

Water distribution in the main thermocline is usually
pictured as being the result of vertical processes at
higher latitudes generating distinct water masses, and
isopycnal baroclinic flow and predominantly isopycnal
mixing of these water masses at greater depths and
lower latitudes. It is now well established (Sarmiento
et al., 1982) that the transfers between the ocean surface
layer and the interior circulation are dominated by late-
winter overturning (“winter convection”) implying a
change in potential vorticity. In the interior of the east-
ern subtropical gyre, however, the flow can be assumed
to be potential vorticity conserving, with the current
field being aligned with lines of constant potential vor-
ticity (Luyten et al., 1983a). This constraint leads to a
subtropical gyre with particularly slow water renewal
in the SE part of the North Atlantic (Fig. 1).

Based on this concept, the following approach is used
here: Winter surface water characteristics are imposed
wherever the respective isopycnal surface is reached by
winter convection. The interior flow is assumed to be
entirely isopycnal and is separated into mean flow and
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FIG. 1. Schematic presentation of winter convection area and the
ventilated and unventilated regions with their boundary B (see also
Luyten et al., 1983b, Fig. 8).
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time-dependent components, the latter being described
by an apparent eddy diffusivity. Diapycnal mixing is
neglected in the interior (Armi, 1978; Armi and Stom-
mel, 1983). This leads to two-dimensional flow patterns
on isopycnal surfaces.

The mean flow is obtained from 3° X 3°-square av-
eraged historical hydrographic data (Siedler and
Stramma, 1983). For the later selection of the two den-
sity surfaces, g, = 26.5 and 26.8 kg m~3, the actual
choice of the level-of-no-motion is not critical because
of the shallowness of those density surfaces (Stramma,
1984); a zero-level of 1200 db was selected. Geopoten-
tial anomalies were smoothed, using double Chebychev
polynominals of third order on pressure levels 0, 200,
350 and 500 db. The two density surfaces were
smoothed correspondingly, and geostrophic velocities
were linearly interpolated to obtain their values on the
two density surfaces given above.

The resulting flow fields are presented in Fig. 2. The
results are consistent with the currents that were ob-
tained from B-spiral calculations by Behringer (1979)
and Behringer and Stommel (1980) in the central part
of the area under discussion (indicated in Fig. 2 by B,
BS). It should be noted, however, that the heavy
smoothing masks a dominating feature of the flow field
near the Azores where the major portion of the eastern
Atlantic subtropical gyre recirculation is found in a
frontal jet (Kidse and Siedler, 1982; Kise et al., 1985;
Siedler et al., 1985). Moreover, the data handling pro-
cedure leaves gaps in the velocity field near the African
coast.

Winter outcrop areas of specified isopycnal surfaces
are obtained by identifying the seasonal maximum
southward displacement of that density in surface wa-
ters. Estimates of these boundaries are available for the
North Atlantic (U.S. Naval Oceanographic Office,
1967; Robinson et al., 1979; Levitus, 1982; Gorshkov,
1978). Their application for the present purpose is not
straightforward because of the effects of data averaging
and interannual variability. Details are given in sec-
tion 4,

Apparent isopycnal eddy diffusivity estimates for the
southern part of our investigation area (Fig. 2) are
available from the S-triangle data analysis of Armi and
Stommel (1983). The estimates were obtained by bal-
ancing advective flux divergencies for salinity and ox-
ygen against diffusive ones. The authors report K
~ 500 m?s~! below a4 = 27.1, with a tendency toward
larger values above this density level. Still somewhat
larger values can be expected further north, owing to
enhanced eddy kinetic energy density that is observed
there (Kise et al., 1985), being related to the jet pre-
viously mentioned.

3. Tracer observations and ocean-surface tracer
boundary conditions

The principal dataset consists of tritium, *He, and
freon measurements on water samples obtained at sta-
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FIG. 2. Velocity vectors on (a) the 26.5 and (b) the 26.8 potential-
density horizon; for explanation see text.

tions along a meridional section, 8°S—-46°N, in the
eastern Atlantic, carried out during cruise 56, leg 5, of
the F/S Meteor, in March-April 1981. Tritium and
3He samples were collected and stored using standard
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procedures (Weiss et al., 1976; Weiss, 1968), and sam-
ple validity was checked on the basis of consistency of
hydrographic data (Schlitzer et al., 1985) that were ob-
tained together with the tracer data. Tritium measure-
ments were carried out at Heidelberg by gas counting,
using procedures described previously (Weiss et al.,
1976), and are reported as tritium ratios (TR) on the
scale proposed by Taylor and Roether (1982) (TR,
synonymous to TU, means a 1078 [T]/[H] ratio). Pre-
cision usually 1s 5% or TR = #0.08, whichever is
greater, and a systematic bias in the lowest measured
concentrations is believed to be less than TR = 0.05.
Concentrations of *He were measured by mass. spec-
trometry (Clarke et al., 1976), with the Heidelberg *He-
facility, and are reported as deviations from the at-
mospheric concentration ratio Ry, = [*He]/[*He], 6°He
= (Rumple — Rair)/Rair X 100%. Measuring precision of
8%He is +0.2% or better. Some samples were lost be-
cause of incomplete He extraction in the sample proc-
essing procedure.

Freon samples (~0.4 L) were collected in 5-L stain-
less-steel Niskin-type samplers and were placed for
storage into preevacuated, pretreated stainless-steel
containers using a special filling device designed to
minimize contact with, and inclusion of, ambient air.
For measurement of the freon-11 and freon-12 (F-11,
F-12) concentration at Heidelberg, the contained gas
was released from the containers and transferred via
a collection trap into a gas chromatograph equipped
with an ECD detector (Perkin-Elmer). Data are re-
ported in pmol/kg. Data precision is estimated to be
generally =5%. However, internal calibration incon-
sistencies of the same magnitude cannot be excluded
for part of the data, and some erroneously high values
had to be eliminated. Data blanks were assessed from
results for water regarded as essentially freon-free on
the basis of the tritium results, and they amount to
<5% of the surface water freon concentrations. The -
reported data are corrected for these blanks (F-11: 0.07
+ 0.01; F-12: 0.03 £ 0.01 pmol/kg). Our freon cali-
bration is linked to that of the KFA Jiilich tracer gas
laboratory, which is supposed (J. Rudolph, private
communication, 1984) to be 3-5% lower than that for
other oceanic and for atmospheric freon data reported
in the literature (Gammon et al., 1982; Bullister and
Weiss, 1983; Cunnold et al., 1983a,b).

Figure 3 indicates the location of the Meteor 1981
stations. For these stations, tracer concentrations on
isopycnal surfaces were estimated by subjective inter-
polation of tracer-concentration versus oy plots. Tri-
tium concentrations on various isopycnals along the
Meteor section obtained in this way, as well as in surface
water, are shown in Fig. 4. They exhibit a general north
to south decrease on all horizons, with some secondary
structure being indicated, such as a relative tritium
minimum near 30°N for the o, = 26.5 and 26.8 layers.
The concentrated tritium decline centered around
15°N for the shallower density horizons (26.5 and 26.8)
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FIG. 3. Track and stations (496-525) of cruise 56, leg 5 of the
F/S Meteor, March—April 1981, from which our present transient-
tracer data originate. Stations 533 and 542 stem from cruise 57, leg
1 of the F/S Meteor in July 1981.

marks the boundary between the North Atlantic and
South Atlantic Central Waters (NACW, SACW; Wor-
thington, 1976). For the deepest horizon shown (27.1),
the tritium decline is shifted northward and is more
gradual. The pronounced north-south tritium asym-
metry primarily results from less tritium having been
delivered to the Southern Hemisphere ocean (Weiss
and Roether, 1980). However, the longer travel distance
from the outcrop areas for the SACW part of the section
presumably reinforces the asymmetry. Apart from
shallow-depth inversions, the tritium concentrations
decrease downward, and they are essentially zero south
of 10°N on the ¢, = 27.1 horizon. Owing to data lim-
itations, the distributions for *He and the freons are
documented in less detail than for tritium, but well
enough that the differences in the distributions of the
tracers become manifest. Generally speaking, the
north-south asymmetry for the freons is less than for
tritium (because only a small interhemispheric freon
gradient in the atmosphere, and hence in surface water,
exists). There is, contrary to tritium, a marked north
to south freon decline within the NACW part of the
section also for the density horizons g, = 26.5 and
26.8. For these same layers, *He attains maximum val-
ues on the northern side of the Central Water boundary,
and it decreases in concentration toward solubility
equilibrium values with the atmosphere toward the
outcrops.

Errors of the isopycnal tracer concentrations were
also estimated on the basis of the analytical errors of
the data on which the interpolation was actually based,
and, if necessary, additionally accounting for an un-
certainty of the interpolation. The latter contribution
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is particularly large for *He, for which the density ho-
rizons in question (26.5 and 26.8) fall into a depth
range of pronounced vertical concentration gradients,
and the estimated total errors often greatly exceed the
actual measurement errors. The model evaluation be-
low also uses some freon concentrations based on data
from Meteor cruise 57, 1981.

Tritium is predominantly, and the freons are fully,
manmade, and all have been delivered to the ocean
surface during the last few decades. Figure 5 gives sur-
face-water concentration histories for the midlatitude
North Atlantic, 1952-82. Tritium (Dreisigacker and
Roether, 1978) went through a maximum in about
1965 whereafter it gradually decreased, faster than by
radioactive decay alone, while freon concentrations
have been rising steadily. This difference explains the
mentioned observation that tritium is more uniformly
distributed in the ocean interior than are the freons.
Tritium concentrations in ocean surface water can be
factorized into time (see Fig. 5) and areal distribution
functions. As for the latter, the survey of Dreisigacker
and Roether (1978) indicated surface-water concen-
trations to be essentially constant areally north of a
tritium decline zone centered around 20°N, whereas
Fig. 4 shows a two-step decline to have existed along
the 1981 Meteor section, the northern step amounting
to about 20% in concentration and being centered near
35°N. A north-south- decline starting well north of
20°N is also indicated in 1973 surface-water concen-
trations, presented in Fig. 6. The limited evidence
available thus indicates the southward tritium decline
to be structured, with perhaps even a time trend in the
actual pattern. A latitudinal pattern corresponding to
Fig. 4 is used for the model evaluation below. Uncer- .
tainties remain, however, because of data scatter and
insufficient areal coverage in the observations.
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FIG. 4. Tritium concentrations in surface water and on various
isopycnal surfaces (figures at curves indicate o,) for the 1981 Meteor
section. For explanation see text; for concentration uncertainties see
Figs. 8-11.
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FIG. 5. Surface-water tritium and freon time histories, North At-
lantic ~40°N Tritium: 1952-75 from Dreisigacker and Roether
(1978), 1975--82 geometrically interpolated to meet the observed 1981
value (Fig, 4). Freon: Assuming solubility equilibrium (15°C) with
atmospheric concentrations (see text).

Freon concentrations in surface water are more easily
assessed in principle, as they can be assumed to be near
to a solubility equilibrium with atmospheric concen-
trations. Extensive atmospheric freon measurements
are available since 1979 (Cunnold et al., 1983a,b). Ear-
lier concentrations were obtained by fitting the accu-
mulated atmospheric freon releases (Battelle, 1976;
Cunnold et al., 1983a,b) to these measurements (the
freons were assumed to be inert in the atmosphere,
which should be adequate for our purpose). Solubilities
reported recently (Wisegarver and Cline, 1985; Warner
and Weiss, 1985) agree within a few percent.
Wisegarver and Cline checked their solubilities against
measured surface water concentrations and found
considerable scatter but no bias, whereas our own sur-
face water measurements, using the same solubilities,
do indicate an apparent undersaturation of about 5%
for both freons. The model simulations below will use
surface water concentrations calculated from atmo-
spheric concentrations and the Warner and Weiss
(1985) solubilities. On the basis of the mentioned bias
and of our measurement calibration, we conclude that,
relative to our measured data, the F-11 simulations
might be high by 10 = 5%, and the F-12 ones by 5
+ 5%.

Concentrations of *He in surface water can be as-
sumed to be essentially constant, by attaining a solu-
bility near-equilibrium with atmospheric helium (for
details see Fuchs et al., 1986). A value of $°He = —1.4%,
based on observational data, is used below. This value
is slightly in excess of the true equilibrium value (Ben-
son and Krause, 1980), and its uncertainty should be
no larger than +0.25%. In the interior a tritiugenic *He
excess grows in from tritium decay. The +0.25% un-
certainty translates into a tritium/*He ““age” uncer-
tainty of approximately £0.3 years.

The model outlined in the next section applies the
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time-dependent tracer surface boundary conditions
described here and integrates tracer transport in the
interior in time over the entire period since tritium
and the freons have appeared in ocean surface waters.
Initial concentrations are zero for the freons and neg-
ligibly small for tritium in view also of tritium decay
(Dreisigacker and Roether, 1978). For 3He, a small ex-
cess initial concentration (1%} has to be accounted for,
which results from the decay of natural tritium (Drei-
sigacker and Roether, 1978) and from terrigenic *He
being admixed from the South Atlantic (Jenkins and
Clarke, 1976).

4. The model

The model to simulate the isopycnal tracer distri-
butions is a two-dimensional, time-dependent kine-
matic multibox model, in which the equation of con-
tinuity for the tracer,

3—?=—u-Vc+K-Ac—>\-c+S )
is integrated numerically, Here, c¢(x, f) = tracer con-
centration, X = position vector, ¢ = time, u(x) = two-
dimensional time-averaged isopycnal velocity vector,
K(x) = apparent isopycnal diffusivity, A = decay con-
stant (for tritium), and S = source term for He
= A Cuiium- The freons are regarded as conservative
(Afreon = Steon = 0). The model geometry follows Fig.
2. Boxes of 3° X 3° size are centered around the origins
of the arrows in the figure. Velocity components nor-
mal 10 the boundaries of these boxes are available from
the velocity-field computation procedure (see section
2). Compared to Fig. 2, the model has some additional
boxes next to the coast, to the extent that through the
procedure at least one in- and one outflow are defined
for any such box. The original velocity field has non-
vanishing divergence, particularly so in the zone of ex-
tensive eastward flow near 36°N. The actual divergence
there appears to be consistent with a notion that part
of the flow enters the Mediterranean or is removed
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FI1G. 6. Surface-water tritium versus latitude for Meteor cruise 32,
Nov-Dec 1973 (Stas. 24-35), and 33, March 1974 (Sta. 88): error
bars are analytical errors, dashed line is value according to Fig. 5.
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into deeper water by being entrained into the Medi-
terranean outflow (Worthington, 1976). On this rea-
soning, the velocity field was readjusted divergence-
free by a least-squares procedure (Lawson and Hanson,
1974), allowing for a Mediterranean sink. The sink was
varied such that changes in the original field south of
30.5°N were minimized; the implied velocity changes
there are typically within +5%, ensuring that the basic
features of the original velocity field are unchanged.
The isopycnal diffusivity K is taken as a free param-
eter in the model. It is allowed to be different south
and north of 29°N (K§, Ky) in order to account for
the expected northward increase (section 2), but it is
taken as constant within each subdomain.
Surface-water tracer concentrations are imposed
north of the late-winter outcrop boundary for the re-
spective density level. In the model calculations this
condition is applied throughout the year, despite the
fact that the actual outcropping is seasonally restricted.
As density in the interior, for the area and densities
under consideration, is sufficiently well related to tem-
perature (Siedler and Stramma, 1983), the outcrop
boundaries were taken from the monthly mean tem-
perature maps given by Robinson et al. (1979). Spe-
cifically, they were identified with the position of the
appropriate temperature isoline in the February map
(which represents seasonal-minimum conditions) for
30 m depth. The temperatures chosen were those that
coincide with the potential temperatures on the selected
density levels along the Meteor section (o, = 26.5:
18.5°C; 26.8: 15°C). The alongsection variation in the
gs-temperature relationship appears to amount to
about +0.3°C. The temperature map gives the corre-
sponding uncertainty in the position of the boundary
as generally no more than 100 km, or appreciably
smaller than the box dimensions. Other available out-
crop information (U.S. Naval Oceanogr. Office, 1967,
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FiG. 7. Model geometry, boundaries of winter convection, model
outcrop areas and position of Meteor 56/5 section.
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FIG. 8. Optimum simulated and observed tracer concentrations
on the ¢, = 26.8 level along the 1981 Meteor track, diffusivity values
K= 1700 m? s™!, Ky = 2900 m? s, K = 1700 m? s~'. For each
station for which a meaningful tracer concentration can be obtained,
the value and its error margin are given. (a) Tritium and *He (b)
Freon-11 and Freon-12.

Gorshkov, 1978; Sarmiento et al., 1982) places the
boundaries somewhat differently; in the case of the
Sarmiento et al. (1982) outcrops this is due to winter
season average data having been used, while we use
monthly mean seasonal minimal data.

The o, = 26.5 and 26.8 outcrop boundaries accord-
ing to our choice, as well as their representation within
the resolution of our model, are shown in Fig. 7. On
both density horizons, the boundaries fall within, or at
least border, the model area, so that the procedure just
outlined defines a northern tracer boundary condition
for the model.

For defining a southern tracer boundary condition,
observed tracer concentrations are available only for
1981 (Figs. 4, 8, 9) whereas concentrations prior to
1981 have to be estimated. It is evident, however, that
in 1981 tracer concentrations south of the Central Wa-
ter boundary were still quite small, so that the actual
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F1G. 9. Tracer concentrations on the o, = 26.5 level;
for details see Fig. 8.

southern tracer boundary condition should be rather
uncritical. Being located south. of the Central Water
boundary, the southern model boundary should receive
its tracer imprint primarily from the South Atlantic
outcrop areas of the two density levels. South Atlantic

" surface-water concentrations (tritium: data from Fig.
5 renormalized by Northern-to-Southern Hemisphere
tritium-deposition ratio after Weiss and Roether, 1980;
freons: procedure as for Fig. 5) were therefore applied
to one end of an ad hoc delay model. The model con-
sists of a series of 5 boxes, the exchange rates between
the boxes being adjusted to reproduce simultaneously,
in the far-end box, the observed 1981 tritium and freon
concentrations on the southern model boundary. It was
found that some admixture of Northern Hemisphere
surface water to the far-end box had to be allowed for
(exchange time scale: 80 years; see section 6), because
the observed 1981 tritium-to-freon ratio could not be
reproduced otherwise.
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More critical is a western tracer boundary condition
for the isopycnals in question, which is required north
of 30.5°N, where there is flow eastward into the model
area (Fig. 2), insofar as the concentrations are not im-
posed by winter convection (Fig. 7). The actual up-
stream trajectories of this flow are unknown, but dy-
namical-model results of Sarmiento and Bryan (1982)
indicate them to run approximately parallel to the out-
crop boundaries for 1000 km or more. Part or all of
the trajectories might possibly be ventilated, but to the
extent that this is not the case one would expect tracer
to be added to the flow by across-flow isopycnal mixing
from the outcrops. It is furthermore evident from the
isopycnal tritium maps presented by Sarmiento et al.
(1982) that, whatever the actual process of tracer ad-
dition, the upstream tritium concentrations are almost
as large as those in surface water. The boundary con-
dition in question was therefore constructed by closing
the circulation through the model area by an ad hoc
divergence-free recirculation to the west (to represent,
in a way, the gyre recirculation) and letting tracer be
recirculated with this flow, but primarily letting it be
added by lateral diffusion from the winter-convection
boundary to the north of the ad hoc recirculation do-
main. The westward recirculation essentially extends
our derived flow velocities normal to and across
33.5°W (section 2, Fig. 2) and outcrop boundaries at
this longitude (Fig. 7) zonally to the west, over a dis-
tance of about 2500 km. It is thus over such distance
that diffusive tracer intrusion from the outcrop is al-
lowed for. The corresponding isopycnal diffusivity (K,,)
is a free ad hoc parameter in the model calculations.
It is to be noted again that because the tracer concen-
trations are fairly close to the surface water values, only
the actual degree of concentration deficiency has to be
modeled.

The numerical formulation of the advection uses an
upwind difference scheme (Roache, 1972). Tests were
run with an implemented Fiadeiro and Veronis (1977) .
weighted-mean difference scheme, which, however,
gave only minor differences in the results, presumably
because our transports are predominantly advective.
Box thickness is uniform in our model, but thicknesses
proportional to (do/dz)"'! have also been tested
(z = vertical coordinate), again with results being insig-
nificantly changed. Similarly, the velocity field was
modified to allow part of the eastward flow north of
30.5°N to be concentrated meridionally in order to
artificially form the jet that is observed there, but is
not resolved in the present velocity field (see sec-
tion 2).

Numerical integration of Eq. (1), with initial and
boundary conditions for the tracers, was done with an
explicit algorithm (Roache, 1972). A time step of 0.03
years was used, which was verified to be within the
range of numerical stability of the algorithm. Calcu-
lations have been carried out on an IBM 3081D com-
puter, at less than 10 s CPU-time per run. Simulated
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tracer concentrations for the appropriate time step were
interpolated to the position of the Meteor 1981 section,
which section is also shown in Fig. 7, in order to be
compared to the observations. The free parameters of
the model (see Table 1) were varied systematically, and,
for quick reference, a mean as well as a mean-square
deviation between simulated and observed tracer con-
centrations were calculated for each run.

5. Model results

The diffusivities were varied over the ranges shown
in Table 1, and the resulting model runs searched for
best simulation of the tracer observations. The pro-
cedure involved both inspecting the mean-square
model/data deviations (Quay et al., 1983) and com-
paring model and observed distributions. The ad hoc
diffusivity Ky, as expected, was found to be of little
influence for the shallow horizon (see section 4). On
the deeper horizon, on the other hand, it is clear that
both Ky and Ky act to bring tritium and freons south-
ward from the outcrop boundary, so that one diffusivity
could to some extent substitute the other. This expec-
tation is in fact borne out in the mean-square model/
data deviation values. It turns out, however, that for
3He the allowed K — Ky combinations are different.
This arises because, if tritium is admixed to a mean-
flow trajectory early on (K large and Ky correspond-
.ingly smaller), more time for *He ingrowth becomes
available. The procedure consistently pointed to dif-
fusivities Kg= 1700 m® s™!, Ky =2900 m? s™!, Ky
= 1700 m? s~! as optimum parameter values, in ac-
cordance with both the positions of the mean-square
deviation minima in Kg/Ky/Ky space and the distri-
butions, and being valid for both horizons. The un-
certainties of these diffusivities according to the pro-
cedure appeared to be approximately +70/—40%, i.e.,
a change by a factor of 1.7 in both directions.

The simulations corresponding to this set of diffu-
sivities are shown in Figs. 8 and 9. One finds a general
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agreement between simulations and observational data
within the data uncertainties (one-sigma errors are
shown). Exceptions are the only partially reproduced
tritium minimum in 30° to 35°N .on both horizons,
and a low simulation for the data of Sta. 508, in
14.75°N, on the g, = 26.5 horizon. In view of the freon
calibration uncertainties and the possibility of some
high values that were pointed out in section 3, the
somewhat larger scatter in the freon data, relative to
the simulated freon distributions, is not surprising. The
high tracer concentrations on Sta. 508 in Fig. 9 are
expected, because here untypically salty water, i.e., a
strong NACW component, was met. Obviously, a me-
soscale feature has been encountered, which naturally
is not resolved in our model.

The effect of the uncertainty ranges of Ks and Ky
(see above) is demonstrated for the 26.8 horizon in

‘Figs. 10 and 11. The simulated distributions respond

to these variations quite individually for each of the
tracers. In Fig. 10, for example, in which Kj, the dif-
fusivity south of 29°N, is varied, the effect is consid-
erably stronger on *He and tritium than on the freons.
The reason is that the latitudinal variation south of
29°N has more curvature for >He and tritium than for
the freons. For a variation of Ky (Fig. 11), on the other
hand, the effect on *He is less than for tritium and the
freons. This occurs because the latter depend on dif-
fusive transport to bring adequate amounts of tracer
southward from the outcrops, whereas for *He a
changed tritium concentration and corresponding
change in diffusive *He loss to the outcrop counteract
one another. )

The fact that the simulated 3He distributions in the
latitudinal range of *He declining north of the maxi-
mum are only moderately affected by changes in the
diffusivities, allows one to place limits on the effective
outcrop boundaries. This holds because given the is-
opycnal velocity field a latitudinal shift in the bound-
aries to first order should induce a similar shift in the

TABLE 1. Summary of model features.

Feature

Values or reference in text

Parameter, variation range

Model area
Model geometry

Isopycnal horizons run
Isopycnal velocity field

Winter outcrop boundaries

Initial and time-dependent surface and
northern boundary conditions for tracers

Southern model boundary condition for tracers

Western model boundary condition for tracers

Section 4
Section 4

Isopycnal diffusivity <29°N
Same, >29°N

Integration period, tritium/*He
Same, freons

9.5° to 39.5°N, African coast to 33.5°N —

Fig. 7, 63 boxes a 3° X 3°, uniform - -_—
thickness

os = 26.5 and 26.8 —

Fig. 2a, b, modified to be divergence-free, —_
section 4

Fig. 7, section 4 —

Section 3; Fig. 5 —

ad-hoc diffusivity

Ky =500---5000 m?s™!
— K, = 100+ - - 5000 m?s™!
— Ky =500---8500 m?s™

1952 to year of observation —
1933 to year of observation —
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FiG. 10. Tracer concentrations on the s, = 26.8 level, with K
varied. Curves are shown for Kg = 1000 (dashed line) and 2900 m?
s™! (solid line), equivalent to a variation of a factor of 1.7 in both
directions from value in Fig. 8; for details see Fig. 8.

simulated *He decline. Maintaining that a shift
amounting to at most +1% on the *He axis would be
consistent with the data, and projecting this uncertainty
on the latitudinal axis, one obtains a latitudinal un-
certainty of the outcrop boundary of approximately
+3°, equivalent to the linear box dimensions in ou
model. :
Whereas for the o, = 26.8 horizon the evidence
compiled in section 3 pointed to areally uniform sur-
face-water tritium concentrations in the vicinity of the
outcrops, this was not the case for the 26.5 horizon.
Therefore, the tritium simulations for the latter horizon
are subject to the uncertainties in the surface water
tritium pattern. As for the possible time dependence
of this pattern, however, it is noted that whereas the
simulated tracer distributions were obtained by model
integration over a period of some decades (Table 1),
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the actual tracer transit time through the model area
is a smaller fraction of this period only. Therefore, the
tracer boundary conditions more than some years prior
to observation have little effect on the simulated dis-
tributions and are thus uncritical.

The relative tritium maximum that appears in the
data near 23°N (Figs. 8 and 9) is interpreted as resulting
from water subducted from the outcrops earlier in time
than the water farther north and hence containing more
tritium according to the general surface-water tritium
concentration decline with time (Fig. 5, corrected for
tritium decay). The adjoining relative minimum near
30°N for the 26.5 horizon is believed to be caused by
a projection of the latitudinal surface-water tritium
pattern along the outcrop (Fig. 7) into the interior by
the flow trajectories. For the deeper horizon, on the
other hand, our explanation is to ascribe it to a north-
south tritium concentration decrease across the zonal
inflow of water north of 30.5°N into the model area
(Fig. 2), as a result of increasing across-stream, or pos-
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FiG. 11. Tracer concentrations on the ¢, = 26.8 level, with Ky
varied. Curves are shown for 1700 (dashed line) and 5000 m? s™!
(solid line); for details see Fig. 8. '
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sibly upstream, distance from the outcrop boundary
for the layer.

To summarize, we believe that the model simula-
tions reproduce the observed tracer distributions in a
very satisfactory manner, the degree of agreement being
somewhat less for the ¢, = 26.5 horizon. As for testing
the model in detail, such as concerning the tritium
extrema mentioned in the preceding paragraph, how-
ever, it appears that certain gaps in, and uncertainties
of, particularly the freon observational data are limit-
ing, as is the fact that only one zonal observation section
has been available. On the other hand, the fact that
subjectively optimum simulations for the two horizons
were obtained for the same diffusivity values provides
an encouraging consistency argument. It is also to be
kept in mind that, apart from the diffusivities, the
model does not contain any ad hoc adjustments.

6. Discussion

We have shown that our model can adequately sim-
ulate the observed distributions of tritium, *He, and
the freons on the two isopycnal horizons investigated
(o5 = 26.5 and 26.8). In particular, the fact that con-
sistent agreement has been obtained between simula-
tions and observations for these tracers that have quite
different interior distributions (Figs. 8, 9) is taken as
evidence that our model adequately describes the
transfer of matter between the ocean surface and the
upper main thermocline in the NE Atlantic on a time
scale of a few years. Compared to Sarmiento’s (1983b)
analysis, we formulate the tracer transport explicitly,
and in particular specify advection.

We find that effective outcrop boundaries for the
two density horizons can consistently be identified with
surface water isolines of the respective density averaged
over the month of February, and our analysis places
the across-boundary uncertainty of the outcrops at
about +300 km. For the ¢, = 26.5 horizon, our so-
defined winter outcrop boundary definitely lies south
of that shown in the maps of Sarmiento et al. (1982)

based on winter-season averaged data. The adequacy

of the winter outcrops may be surprising in view of the
fact that at such a boundary the isopycnal remains
buried over most of the year. It is noted, however, that
flow velocities across this boundary are only of order
1072 m s~! (Fig. 2), so that a fluid element is carried
no farther than about 300 km across within a year.
Our model fit requires an apparent diffusivity south
of 29°N of K, = 1.7 X 10> m? s~!. Taking a typical
flow velocity as @ = 1072 m s~! (Fig. 2), the distance
X* = K,/u at which advection begins to dominate over
alongflow mixing becomes X* = 170 km. This means
that transport appears to be predominantly advective.
Expressed as a Peclet number, L/X*, the numerical
value for the model boxes (linear dimension L ~ 300
km) is about 2 and for the model area in total (dimen-
sion =~ 8L) about 16. Our estimated diffusivity is sim-
ilar to those reported by Armi and Stommel (1983)
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(see section 2). The fact that in our model advection
dominates over alongstream mixing means that our
estimate is essentially based on effects of mixing of
tracer normal to the flow trajectories, between outcrop
boundary and the respective points of observation in
the interior. Qur estimate thus uses a very different
type of information than the Armi and Stommel ap-
proach. In particular, it refers to a somewhat larger
scale, i.e., length of trajectory from the outcrop versus
B-triangle scale.

There is a further, again scale-related, reason that
makes the agreement between the two approaches
gratifying. Armi and Stommel use a flow field based
on quasi-synoptic hydrographic data, whereas ours is
based on historical data. Inadequacies of this flow field
to represent our actual tracer flow trajectories presum-
ably would show up disguised as mixing in our analysis.
From the agreement between the two approaches we
can thus conclude that our flow field is near to the
actual one, i.e., the flow field based on historical hy-
drographic data is a valid one. In view of the variability
of the flow on all scales as generally observed, or, in
other words, of a scale-dependent apparent diffusivity,
our finding is not at all self-evident.

The Central Water boundary near 15°W is rather
well reproduced in our simulations (Figs. 8, 9). Using
an across-boundary length scale of tracer decline of L*
= 800 km (Figs. 8, 9), the transfer velocity wy for mix-
ing of tracer across the boundary becomes w; = K,/
L* =~ 2 X 107*ms™". This value is appreciably smaller
than the isopycnal velocities (Fig. 2), so that diffusive
tracer loss, 1.e. water exchange, across the Central Water
boundary is found to be small, and the boundary is
identified as an advective property. Moreover, the said
mixing across the Central Water boundary, if tenta-
tively distributed over a zonal strip 3000 km wide
(15°N to 15°S, L* = 3000 km), corresponds to an
exchange time scale for the strip of L*/wy = 50 years.
Such a time scale appears to be compatible with the
80-year exchange time scale with Northern Hemisphere
surface water implied in the construction of the south-
ern tracer boundary condition (section 4), which
boundary condition thus is consistent with only lateral
transport being effective without vertical mixing having
to be invoked.

We have shown that the flow trajectories entering
our model area appear to be ventilated in the sense
that they attain essentially surface-water tracer con-
centrations. It is obvious that for the ¢, = 26.5 horizon
this arises because essentially all incoming water passes
through the region of winter convection (Figs. 2a, 7),
and thus has been ventilated advectively. For the deeper
horizon, on the other hand, we cannot distinguish be-
tween such advective ventilation and tracer having been
added by across-flow mixing, or diffusive ventilation
[in our ad hoc western recirculation constructed to ob-
tain a western tracer boundary condition (section 4)
ventilation has been chosen to be diffusive only].
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It is instructive to compare the total advection
through our model area to upper thermocline venti-
lation rates obtained in the box-model approach of
Sarmiento (1983b) for the entire NACW between 15°N
and the winter outcrops. One finds (Table 2) that the
advection through our model area accounts for.only
12% (a5 = 26.5) and 40% (26.8), respectively, of Sar-
miento’s total ventilation. For the upper horizon, 18°
water formation (Worthington, 1976; Jenkins, 1980)
is a further ventilation mechanism. For the deeper ho-
rizon it appears that either advectively ventilating wa-
ter-flow trajectories must exist to the west of 33.5°W
or a considerable portion of Sarmiento’s ventilation is
diffusive rather than advective. Should the latter be
true, Sarmiento’s tritium based ventilation rates, which
represent advection and mixing combined, would no
longer be comparable directly with Ekman pumping
rates.

Diapycnic transport has been ignored in our analysis.
A consistency argument can be made, based on the
fact that vertical concentration gradients for the tracers
used here are very different from each other. On the
other hand, an estimate based on observed vertical gra-
dients and literature values for a typical interior-ocean
diapycnal diffusivity (e.g., 2 X 107> m®s~!; Armi, 1978)
indicates that for our model, area, i.e., at moderate
upstream distances to an outcrop, the effect of dia-
pycnic mixing should indeed be small (see also Armi
and Stommel, 1983).

A point to note is that our model/data intercom-
parison does not allow us to deduce information on
any single one of the transport processes (i.€., isopycnal
or diapycnal advection or mixing, subduction) that
combine to effect the total transport, independent of
the other contributing processes. This characteristic is
in contrast to, for example, a flow field that can be
derived as such from hydrographic data. A transient-
tracer data evaluation like the present one will therefore
prove consistency of a given total-transport scheme
rather than give detailed information on any single
process, unless additional information is introduced.
This is why we chose to prescribe the isopycnal flow
field. Our deduced diffusivities and outcrop boundaries
will certainly depend on our chosen flow field. On the
other hand, the internal consistency check provided is
quite detailed, so that we still regard our deduced dif-

TABLE 2. Comparison of upper main thermocline ventilation rates.

Density Volume replacement rate
horizon (106 m?s7')*
0y (kg m™3) NACW, 15°N to outcrop across 30.5°N
(Sarmiento, 1983b) east of 33.5°W
(this work)
26.5 38 0.46
26.8 3.1 '1.23

* Rates refer to a mean layer thickness corresponding to Ae = 0.1
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fusivities, for example, as reliable estimates. A further
point is that the basic asset of time dependence of
oceanic transient-tracer distributions in our model
evaluation as a trade-off requires time-dependent tracer
boundary conditions to be established. We have re-
solved this difficulty by placing the model boundaries
such that the tracer concentrations either are small
(southern boundary) or are coinciding with or quite
near to surface water concentrations (northern and
western boundary, respectively). Assessability of tracer-
concentration boundary conditions apparently has to
be a concern in setting up a model evaluation, and it
is for this reason that we have restricted our evaluation
to the upper main thermocline, because for deeper ho-
rizons the upstream distances from our model area to
the winter outcrops (Sarmiento et al., 1982) become
large, so that the time-dependent tracer boundary con-
ditions get out of hand.

7. Conclusions and outlook

It is generally agreed that transient tracer data, which
are to become available in increasing numbers in the
foreseeable future, contain valuable information on
main thermocline ventilation and interior transport.
However, an accepted methodology to retrieve the
contained information does not exist. The present work
explores one possible line of approach, i.e., using a ki-
nematic advection-diffusion model with prescribed
advection and employing time-dependent tracer
boundary conditions. We find that our model provides
a consistent description of ventilation and transport,
and we are able to confirm the assumed boundaries of
isopycnal subduction and to estimate isopycnal diffu-
sivities. At the same time, it becomes manifest that the
tracer distributions are the integral result of, generally,
several years of ocean circulation and mixing, which
complicates the task of placing error bars on any iso-
lated model transport parameter deduced. In our de-
termination of uncertainty limits for our model dif-
fusivities (section 5) we took the flow field and outcrop
boundaries as fixed, while it would certainly be pref-
erable to vary these as well. More work concerning this
point of parameter uncertainty limits will be needed.
On the other hand, the integrating characteristic of the
tracer distributions may add insight to the relative im-
portance of different transport mechanisms contrib-
uting, such as advective and diffusive ventilation (sec-
tion 6).

We maintain that the validity of our conclusions
strongly relies on our use of combined data for tracers
that have distinctly different surface water boundary
conditions and hence also interior distributions. To
improve consistency further, future work would prof-
itably include simulations for salinity as well as for
oxygen (which should yield interior-ocean oxygen
consumption rates). Moreover, model-data compari-
son in the present work was confined to observations






