Parameterization of atmosphere–surface exchange of CO$_2$ over sea ice
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Abstract. We suggest the application of a flux parameterization commonly used over terrestrial areas for calculation of CO$_2$ fluxes over sea ice surfaces. The parameterization is based on resistance analogy. We present a concept for parameterization of the CO$_2$ fluxes over sea ice suggesting to use properties of the atmosphere and sea ice surface that can be measured or calculated on a routine basis. Parameters, which can be used in the conceptual model, are analysed based on data sampled from a seasonal fast-ice area, and the different variables influencing the exchange of CO$_2$ between the atmosphere and ice are discussed. We found the flux to be small during the late winter with fluxes in both directions. Not surprisingly we find that the resistance across the surface controls the fluxes and detailed knowledge of the brine volume and carbon chemistry within the brines as well as knowledge of snow cover and carbon chemistry in the ice are essential to estimate the partial pressure of pCO$_2$ and CO$_2$ flux. Further investigations of surface structure and snow cover and driving parameters such as heat flux, radiation, ice temperature and brine processes are required to adequately parameterize the surface resistance.

1 Introduction

The Nordic Seas represent an important area for oceanic CO$_2$ uptake and due to the high productivity their potential uptake rates range among the highest of the world’s oceans (Takahashi et al., 2002; Takahashi et al., 2009). However, these high-latitude oceans are partly covered with sea ice, which has been considered to inhibit the gas exchange between the ocean and the atmosphere (Tison et al., 2002; Toggweiler et al., 2003). Recent studies show that the formation and melting of sea ice and the chemical processes in the sea ice itself play an important role for surface partial pressure of CO$_2$ (pCO$_2$) and thus the oceans capacity for taking up CO$_2$ in these regions (Papadimitriou et al., 2012; Rysgaard et al., 2007, 2009, 2012, 2013; Søgaard et al., 2013).

In the Arctic, the retreat of sea ice has affected the air–sea gas exchange, but to what extent the Arctic Ocean will remain a sink for atmospheric CO$_2$ in the future is debated (Parmentier et al., 2013). In shelf and coastal regions where primary production is high resulting in low surface pCO$_2$ during the ice-free summers, reduced ice cover is expected to temporarily increase uptake of atmospheric CO$_2$ (Bates and Mathis, 2009). Studies indicate that the uptake capacity of the Arctic Ocean for atmospheric CO$_2$ might be limited.
as a result of surface warming and increased stratification (Cai et al., 2010; Else et al., 2013). Others have shown that chemical processes during ice formation and melting could be an important factor resulting in low surface $p\text{CO}_2$ levels during melting of sea ice in summer (Rysgaard et al., 2007; Rysgaard et al., 2012) and that reduced formation of sea ice could result in lowered uptake of $\text{CO}_2$. In addition to these studies addressing drivers of $p\text{CO}_2$ in ice-free surface water in summer, the understanding of gas fluxes across sea ice is improving. As mentioned, sea ice has been considered to hinder gas exchange between the ocean and the atmosphere (Tison et al., 2002; Toggweiler et al., 2003) and consequently no carbon cycle models have included $\text{CO}_2$ exchange through sea ice (Toggweiler et al., 2003). However, early studies by (Gosink et al., 1976) showed that sea ice can be permeable to gases including $\text{CO}_2$, especially at temperatures above $-7^\circ\text{C}$. Furthermore, recent studies (Nomura et al., 2006; Nomura et al., 2010; Papadimitriou et al., 2004) suggest that formation of new ice leads to emission of $\text{CO}_2$ and that ice at higher temperatures is permeable and can take up atmospheric $\text{CO}_2$. Based on data from tank experiments, Nomura et al. (2006) suggest that $0.8\%$ of the total inorganic carbon (TCO$_2$) in sea water that becomes sea ice is emitted to the atmosphere during ice formation, resulting in a total emission of $0.04 \text{Gt C year}^{-1}$ from ice formation in the Arctic and Antarctic. However, studies by Ryssgaard et al. (2007) found that only a small amount ($0.01\%$) of $\text{CO}_2$ was released to the atmosphere. These findings suggest that oceans covered by sea ice can act as a source or a sink of atmospheric $\text{CO}_2$ depending on the concentration in the ice, which again is influenced by biogeochemistry, the thickness, the temperature and the permeability of the ice.

Until now only few studies have made an attempt to quantify the $\text{CO}_2$–atmosphere flux over a larger area (local to regional scale) (Miller et al., 2011; Nomura, 2010; Papakyriakou, 2011; Semiletov et al., 2004; Zemmelink et al., 2006). Such assessments await a methodology for parameterization and upscaling of the $\text{CO}_2$ flux over sea ice as well as better knowledge of the $\text{CO}_2$ fluxes and the processes controlling these in order to estimate the atmospheric $\text{CO}_2$ dynamics in a future with changing sea ice cover.

Here we suggest applying the type of parameterizations, based on resistance theory (Hicks et al., 1987), commonly used for fluxes over terrestrial areas, to ice surfaces. We present a concept for parameterization of the $\text{CO}_2$ fluxes over sea ice suggesting using properties of the atmosphere and sea ice surface that can be measured or calculated on a routine basis. Parameters, which can be used in the conceptual model, are discussed based on data sampled from a seasonal fast ice area. This is to our knowledge the first attempt to parameterize air–sea ice fluxes of $\text{CO}_2$ using resistance theory.

2 Theory

The gas transfer between air and ice is in many ways similar to the transfer between terrestrial surfaces and air and to a lesser extent comparable to the transfer over an air–sea interface. The ice surface is not influenced by the atmospheric turbulence and does not change its surface physical characteristics with the wind on a short timescale as water does. However, this does not mean that wind is not an important parameter in driving the flux over ice. Air–surface exchange of gases is a consequence of the same atmospheric exchange mechanisms responsible for the surface fluxes of heat, moisture, and momentum, but is also strongly influenced by a range of surface properties (physical, chemical, and biological).

Surface exchange rates of trace gases can be measured by micrometeorological methods. The conservation equation provides the basic framework for measuring and interpreting micrometeorological flux measurements. In concept, the conservation equations state that the time rate of change of the mixing ratio of a gas at a fixed point in space is balanced by micrometeorological methods. The conservation equation is expressed as

\[
\frac{\partial c}{\partial t} = -\bar{u}_i \frac{\partial c}{\partial x_i} - \frac{\partial (\bar{u}_i c')}{\partial x_i} + D \frac{\partial^2 c}{\partial x_i^2} + S, \tag{1}
\]

where $c$ is the concentration; $\bar{u}_i$ is the wind velocity where $i$ denotes the velocity components in the lateral ($x$, $y$) and vertical ($z$) directions; $D$ is the molecular diffusion coefficient of the quantity $c$ in air; $S$ is a source (positive) or sink (negative) term and overbar and prime denote the time-averaged and fluctuating quantities, respectively. Assuming the surface is uniform and level, no sink or source term exists in the atmosphere above the surface and the concentration of the gas does not vary significantly with time over the measurement period; Eq. (1) reduces to

\[
\frac{\partial w' c'}{\partial z} = -D \frac{\partial^2 c}{\partial x_i^2}, \tag{2}
\]

where $w$ is the vertical wind velocity. Molecular diffusion results from the motion of the molecules due to random thermal motion. In the atmosphere this term is usually negligible in comparison to turbulent transfer, and thus the integration of Eq. (2) with respect to height yields (Baldocchi et al., 1988)

\[
w' c' = -D \frac{\partial c}{\partial z}, \tag{3}
\]

implying that the turbulent flux is constant with height within the atmospheric surface boundary layer and equals the
molecular gradient-diffusion flux at the surface. This also implies that fluxes measured using micrometeorological techniques (Businger, 1986; Businger and Delany, 1990; Fowler and Duyzer, 1989) at heights above the ground and fluxes measured by the enclosure techniques at the surface (Fowler et al., 2001) should be comparable. However, there are measurement issues that apply to all enclosure methods. Modification of the environment within the enclosure introduces many potential differences between the measured flux and that existing prior to the use of the enclosure. One of the largest uncertainties introduced using an enclosure (Fowler et al., 2001), even assuming that the effect of the enclosure on the environment and hence flux is negligible, is that of spatial variability in the flux. While chamber enclosures usually only integrate the signal over a few hundred square centimetres, exchange processes may be governed by controls that vary on scales of several hundred square metres (i.e. thickness and wetness of the snow cover, melt ponds, under-ice hydrology) and is analogous to electrical current resistance. This model has two major resistance components (Hicks et al., 1987; Seinfeld and Pandis, 2012): (1) an aerodynamic resistance ($R_a$) that is wholly determined by physical atmospheric properties (predominantly turbulent exchange) and (2) a quasi-laminar boundary layer resistance ($R_b$) that accounts for the fact that gas transfer in the vicinity of the surface interface is affected by the molecular diffusivity. The resistance to transfer from the atmosphere is then $R = R_a + R_b$ and the flux $F$ can be calculated as

$$F = \frac{1}{R_a + R_b} \frac{\partial c}{\partial z} \left( c - c_s \right).$$

Where $c$ is the concentration at the reference height and $c_s$ is the concentration at the receiving surface. The resistances and the different layers are illustrated in Fig. 1. $R_a$ is derived from the flux–gradient relationship. The vertical flux of trace gases above the surface can be expressed as the product of the eddy diffusivity ($K$) and the vertical concentration gradient $\partial c/\partial z$ based on the gradient transport theory ($K$ theory). In practice, the concentration (and wind) profiles in the atmosphere are nearly log-linear (see Fig. 1) when the temperature gradient over the layer does not diverge from the adiabatic lapse rate (neutral stratification). The deviation from this shape is due to the effects of thermal stratification of the air close to the surface. These effects of the temperature structure of the boundary layer increase the rates of turbulent transfer in unstable conditions (temperature decreasing with increasing height) and decrease $K$ when the surface is cooler than the air (usually nocturnal or winter conditions), in stable
conditions. The following parameterization for $K$ is used for a neutral surface layer:

$$K = u^* \kappa z,$$

(5)

where $u^*$ is the friction velocity, and $\kappa$ is the von Karman constant ($\approx 0.4$). For the non-neutral surface layers (Hogstrom, 1996) a stability function $\varphi$ is introduced (Businger et al., 1971); i.e.

$$K = \frac{u^* \kappa z}{\varphi\left(\frac{z}{L}\right)},$$

(6)

where $\varphi(z/L)$ is the stability-dependent dimensionless concentration gradient. Following convention, stability is quantified in terms of $z$ and the Obukhov length-scale $L$ (Stull, 1988). Consider the flux of CO$_2$ with the local concentration gradient $\partial c/\partial z$ and following the methods of micrometeorology described above, the flux can be expressed in terms of the local vertical gradient of $c$ as

$$F = -(u^* \kappa z) \frac{\partial c}{\partial z} \frac{1}{\varphi(z/L)}.$$

(7)

Rearranging and integrating over the turbulent layer between $z$ and $z_0$, which is the familiar roughness length associated with momentum transfer estimated as the height where the logarithmic wind profile in theory becomes zero, leads to the form

$$c - c_{z_0} = -\frac{F}{\kappa u^*} \left[ \ln \frac{z}{z_0} - \psi\left(\frac{z}{L}\right) \right],$$

(8)

where $\psi(z/L)$ is an integral form of the departure from neutral of the dimensionless concentration gradient and $c_{z_0}$ is the concentration at the roughness height $z_0$. $Ra$ is given by

$$Ra(z) = \frac{1}{\kappa u^*} \left[ \ln \frac{z}{z_0} - \psi\left(\frac{z}{L}\right) \right].$$

(9)

The second atmospheric resistance describes the resistance over the molecular turbulent sublayer, which is the layer between $z_0$ and the height $z_{0c}$ where the concentration yields the equilibrium concentration with the surface ($c_s$). This resistance can thus be written in terms of $z_0$ and $z_{0c}$:

$$R_b = \frac{1}{\kappa u^*} \left[ \ln \frac{z_0}{z_{0c}} \right].$$

(10)

Modelling studies and wind-tunnel investigations confirm that $R_b$ is strongly influenced by the diffusivity of the material being transferred. Effects associated with molecular or Brownian diffusivity lie outside the scope of the micrometeorological treatments leading to Eqs. (7), (8), and (9). However, specialized surface transfer models are available to deal with the problem (e.g. Brutsaert, 1975, 1979; Kramm, 1989;
Kramm et al., 1991; Kramm and Dlugi, 1994b). These models predict a functional dependence of \( R_b \) on the Schmidt number, i.e:

\[
R_b = \left[ \frac{u_{\infty}}{u_*} + B_i^{-1} \right].
\]

(11)

Where \( u_{\infty} \) is a characteristic velocity for the layer \( z_0 < z < z_0 \) and \( B_i \) is the sublayer Stanton number, which is a function of the roughness Reynolds number and the Schmidt number \( (Sc = \nu/Di) \), with \( \nu \) being the kinematic viscosity of air \( (0.15 \text{ cm}^2 \text{s}^{-1}) \) and \( Di \) the molecular diffusivity of the gas \( i \). However it is not a trivial task to obtain \( u_{\infty} \), since \( z_0 \) is estimated as the height were \( u \) becomes zero when extrapolating the logarithmic wind profile. Thus we use the more simple equation for \( R_b \), which is suggested by Hicks et al. (1987) and used in many surface resistance models (Duyzer and Fowler, 1994; Spindler et al., 2001):

\[
R_b = \frac{2}{\kappa u_* \left( \frac{Sc}{Pr} \right)^{2/3}},
\]

(12)

where \( Pr \) is the Prandtl number for air \((\approx 0.72)\).

A \( Rc \) is introduced to extend the resistance network analogy into the final receptor, corresponding to the stomatal compensation point model, often used for ammonia fluxes over terrestrial areas, treating bidirectional stomatal exchange driven by the difference between the atmospheric concentration \( c \) and the stomatal compensation point \( c_0 \) (Nemitz et al., 2001). In the case of sea ice \( c_0 \) is the equilibrium concentration in the brine. The flux for \( CO_2 \) can then be described in terms of resistances if \( Rc \) and the brine equilibrium concentration, \( c_0 \), is known.

The \( Rc \) and the \( R_b \) over ice surfaces have to our knowledge never been studied. If \( c_0 \) and the \( CO_2 \) flux can be estimated from measurements, \( Rc \) can be found from Eq. (13) assuming \( Rb \) can be calculated from Eq. (12):

\[
\frac{(c - c_0)}{F} + (Ra + Rb) = -Rc.
\]

(13)

3 Measurement of \( CO_2 \) fluxes

Measurements of \( CO_2 \), water vapour, temperature and vertical wind speed were conducted using fast sampling instruments (20 Hz) installed in a 3.5 m tower on an ice covered Greenlandic fjord close to the town of Kapisigdlit (Fig. 2) from 9 to 17 March, 2010. An open-path infrared gas analyser (LI-7500, LI-COR Inc., USA) was used for the measurements of \( CO_2 \) and water vapour and a USA-1 sonic anemometer (METEK GmbH, Germany) was used for measurements of the wind velocities in three dimensions and the fluctuation of atmospheric temperature. The thickness of the ice was 0.5–1 m and a 1–7 cm layer of snow covered it (Søgaard et al., 2013). Air temperatures were below 0 °C. A small generator powered the equipment. To avoid contamination of the measurements from open water, snow scooter exhaust, or generators, we only use data from a limited fetch (wind direction 270–360° and 5–200°), which was not influenced by camp activities.

Air–ice fluxes of \( CO_2 \) were estimated using the same approach as Norman et al. (2012), where three different micrometeorological methods were applied. However, first the data set was filtered based on a careful inspection of spectra resulting in a set of data where the direction of the flux can be clearly identified from the cospectra and a clear similarity to calculated normalized spectra (Kaimal et al., 1972) is found (see Fig. 3). The eddy covariance (EC) technique, which is the basic micrometeorological method for flux estimation was then used as the primary method. Here, fluxes \( (F_y) \) are derived from the covariance between the vertical velocity, \( w \), and the concentration of the species of interest, \( \gamma \) (e.g. potential temperature, \( \theta \), water vapour or \( CO_2 \)):

\[
F_y = \bar{w'}\gamma' + \bar{w}\bar{\gamma'}.
\]

(14)

The first part of the flux is the vertical advection and the second term is the eddy correlation flux. The mean vertical advection is normally neglected because the vertical velocity is considered to be negligible, but when measuring \( CO_2 \) flux this term needs to be included since the difference in density between upward and downward moving air result in a non-negligible vertical velocity. This can be done by correction of the calculated fluxes (Webb et al., 1980) or the high frequent fluctuations (the raw signal) can be corrected (Sahlee et al., 2008). Here we use the approach by Sahlee (2008) since this will give a corrected time series, which is needed for spectral analysis. The EC technique is well known and widely used for atmospheric measurement of \( CO_2 \) fluxes (Baldocchi, 2003) over all types of surfaces.

Fluxes over sea ice are small and likely to be close to the detection limit. Wang et al. (2013), who used a similar instrumental setup over a cotton field, estimated the detection limit of \( CO_2 \) fluxes to be 1 \( \mu g \text{ C m}^{-2} \text{s}^{-1} \). These small fluxes are subject to dominance of errors introduced by, for example, sensor heating (Burba et al., 2008). Thus, to overcome some of the errors and obtain a more robust flux result we have used different frequency ranges of the turbulence spectrum for estimation of the fluxes.

In addition to the EC method, we have applied the inertial dissipation (ID) method, utilizing the high-frequency part of the spectra, and the cospectral peak (CSP) method, based on the lower frequencies. The ID method has traditionally been used to reduce the sensitivity to motion and flow distortion (Edson et al., 1991; Fairall and Larsen, 1986; Yelland and Taylor, 1996) for estimation of fluxes measured from moving platforms. However, here we use the ID method in addition to EC to ensure a higher confidence in the turbulent-flux estimate by using the high-frequency range of the turbulence spectrum. Using the ID method, the flux is determined with the aid of the normalized turbulent kinetic energy budget.
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Normalized logarithmic cospectra for CO$_2$ flux as a function of the normalized frequency ($f$), where $n$ is the natural frequency, $u$ is the wind speed and $z$ the measurement height. The dots show the measured spectra and the solid line shows the calculated spectra for neutral conditions using the equation from Kaimal et al. (1972).

The basis for the CSP method is the existence of a universal spectrum for the cospectrum suggested by Kaimal et al. (1972). The full integral of the cospectrum yields the covariance, so if the spectral shape is universal and known, it is possible to derive the full integral from the integral over a limited spectral range. According to Sørensen and Larsen (2010) the flux can be estimated from the amplitude of the cospectrum multiplied by a constant that depends on the stability. The method recognizes relevant bell-shaped cospectra normalized with their fluxes tend to have their peak at the normalized frequency $f$ (i.e. $nh/u$, where $n$ is the natural frequency and $h$ is the measurement height) between 0.01 and 0.2 with fairly broad maxima with an amplitude maximum for a normalized cospectrum around 0.3 for momentum and 0.25 for a scalar at neutral conditions (Kaimal et al. 1972). The method was suggested from the observation that the cospectral bell-shape in the atmospheric surface layer is close to universal, with a slight systematic difference between momentum and scalars, from a number of measurement campaigns over land and water.

Filtering data, based on spectral analysis and equality of the fluxes estimated by the three techniques, and on wind direction left 37% of the original data for further analysis. The measured fluxes are shown in Fig. 4 as mean and standard deviation using three flux estimates for each sample. The measured CO$_2$ fluxes are in general small varying between $-34$ and 9 µg C m$^{-2}$ s$^{-1}$ with a few incidents of upward fluxes but averaged over the sampling period the net flux is downwards ($-3$ µg C m$^{-2}$ s$^{-1}$). Only a single value is $< 1$ µg C m$^{-2}$ s$^{-1}$. The relative standard deviation on the estimated fluxes ranges between 1.3 and 220% with an average of 76%. Sørensen and Larsen (2010) found that for fluxes $< 60$ µg C m$^{-2}$ s$^{-1}$ the relative standard deviation exceeded 50%. The standard deviations are relatively large; however we clearly see days with upward (March 12) and downward fluxes.

4 Estimation of the surface pCO$_2$

To estimate $c_0$, which is the partial pressure of CO$_2$ in the surface of the ice, measurements of temperature, total inorganic carbon (TCO$_2$), total alkalinity (TA), and salinity were carried out. Sea ice cores (of 9 cm diameter) were collected with a Mark II coring system (Kovacs Enterprises, Lebanon, NH). Vertical temperature profiles were measured.
Fig. 4. Measured CO₂, and heat fluxes (Q) over the ice. The heat flux is measured using the eddy covariance (EC) technique and the CO₂ flux is estimated from EC technique, the cospectra peak method and the dissipation method. The dot shows the mean of the three methods and the bar shows the standard deviation.

Table 1. Average concentrations of bulk TCO₂ and TA and average sea ice bulk salinity. Data points represent data from 3 sampling days from the March 10 to 15, 2010.

<table>
<thead>
<tr>
<th>Sea ice depth (cm)</th>
<th>Average bulk TCO₂ (µmol kg⁻¹)</th>
<th>Average bulk TA (µmol kg⁻¹)</th>
<th>Average bulk salinity (psu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>278 ± 14</td>
<td>312 ± 38</td>
<td>5.9 ± 0.6</td>
</tr>
<tr>
<td>12</td>
<td>202 ± 32</td>
<td>240 ± 68</td>
<td>7.6 ± 0.1</td>
</tr>
<tr>
<td>24</td>
<td>223 ± 58</td>
<td>265 ± 69</td>
<td>6.0 ± 0.3</td>
</tr>
<tr>
<td>36</td>
<td>238 ± 65</td>
<td>273 ± 98</td>
<td>5.9 ± 0.1</td>
</tr>
<tr>
<td>48</td>
<td>233 ± 64</td>
<td>331 ± 35</td>
<td>3.7 ± 0.5</td>
</tr>
<tr>
<td>60</td>
<td>283 ± 13</td>
<td>319 ± 20</td>
<td>6.3 ± 0.7</td>
</tr>
</tbody>
</table>

with a thermometer (Testo, Lenzkirch, Germany, and accuracy 0.1 °C) in the snow cover and in the sea ice at 12 cm intervals at the centre of the cores through 3 mm holes drilled immediately after coring. Each sea ice core was then cut into 12 cm sections, and each section transferred to a 1 L polyethylene jar and kept cold (insulated thermo box) until further processing within an hour in the ship’s laboratory. In the laboratory, sea ice density was determined by shaping the ice core section into well-defined pieces with planar sides and then measuring the volume and weight of each segment. The segments were then cut in two. One half was melted within 2 h and 25 ml was collected for salinity measurements. The salinity of the melted sections (bulk salinity) was determined with a sonde (Knick Konduktometer, Germany) calibrated to a PORTASAL salinometer.

The other half of each sea ice section was used to determine TA and TCO₂ concentrations following Søgaard et al. (2013). Routine analysis of certified reference materials (provided by A. G. Dickson, Scripps Institution of Oceanography) verified that the accuracy of the TCO₂ and TA measurements was 0.5 and 2 µmol kg⁻¹, respectively. Ice samples were melted in gastight enclosures with aliquots of dilution water (artificial seawater) and bulk concentrations of TA and TCO₂ in sea ice (C_i) were calculated as described in Rysgaard and Glud (2004);

\[ C_i = \frac{C_m W_m - C_a W_a}{W_i}, \]  

where C_m is the TA or TCO₂ concentration in the mixture of melt and dilution water, W_m the weight of the melt water mixture, C_a the TA or TCO₂ concentration in the artificial seawater, W_a the weight of the artificial seawater, and W_i the weight of the sea ice. Average values are given in Table 1.

Temperatures in the ice surface were extracted from sensor array measurements performed at 30 min intervals during the
entire campaign. Essentially, custom built thermistors separated by a 4 cm distance were fixed on 3 m-long strings that were frozen into the ice as described in Jackson et al. (submitted). Here, we present the absolute surface values (Fig. 5), while the entire data set on ice, snow and water temperature profiles will be presented elsewhere.

Brine volume (Fig. 5) was calculated based on the temperature measured in the ice ($T_i$), the salinity measured in the ice ($S_i$) and the equation suggested by Timco and Weeks (2010):

$$B_{vol} = S_i \left( \frac{49.185}{|T_i|} \right) + 0.532. \quad (16)$$

For the measurement period, the following minimum and maximum values for the sea ice parameters were employed for calculations of $p\text{CO}_2$ in the ice surface: salinity 5.3–6.5, $\text{TCO}_2$ 264–292 µmol kg$^{-1}$, TA 274–350 µmol kg$^{-1}$. The measured data are shown in Table 1. The partial pressure of $\text{CO}_2$ in the brine channels was estimated based on algorithms from Lewis and Wallace (1998) using dissociation constants from Goyet and Poisson (1989b) (temperature range from $-1$ to $40^\circ\text{C}$ and salinity range 1–50) due to low temperature and high salinity of the brine water. We are aware that salinity in the brines can exceed 50 when the brine volume becomes low, which adds uncertainty to the results at low temperatures and low volumes. When the brine volume was below 5%, $p\text{CO}_2$ was not estimated as the ice is considered to be impermeable at these low brine volumes (Golden et al., 1998).

5 Calculation of $Ra$, $Rb$ and $Rc$

In order to apply the resistance parameterization the resistances needs to be estimated. $Ra$ and $Rb$ are calculated from atmospheric parameters similar to the parameterization over terrestrial surfaces (Eqs. 9, 12). Using Eq. (13) and observed fluxes we calculate $Rc$, which, not surprisingly, is several orders of magnitude higher than $Ra$ and $Rb$. In these stable atmospheric boundary layers $Ra$ is large, however, it is clear that the resistance $Rc$ across the surface must be even larger since the brine surface is limited and hence the transport across the surface is dominating and controlling the flux (Fig. 6).

However the $Rc$ is varying and the parameters controlling $Rc$ have to be estimated in order to be able to calculate $Rc$ from routine measured parameters and apply the resistance model in larger-scale models. In the following section we will discuss some of these parameters.

6 Flux parameterization and discussion

To estimate the importance of sea ice for the uptake of $\text{CO}_2$, a parameterization of the transport across the surface is required and knowledge of the parameters driving this is fundamental. The parameterization of the atmospheric resistances is well known. However, it is also clear from the calculation of $Rc$ from Eq. (13) that for this specific site and these specific climatic conditions $Rc$ is the dominating resistance.
Thus, an evaluation of the transfer mechanisms across the surface interface is essential.

For fluxes over terrestrial areas $R_c$ can be estimated from simple parameterizations based on a constant resistant to complex parameterizations taking soil texture, surface wetness and leave stomatal opening or closure and processes within the stomatal into account (Duyzer and Fowler, 1994; Hicks et al., 1987; Sutton et al., 2001). The $R_c$ for sea ice surfaces could be parameterized in a similar way using brine opening instead of stomatal opening and processes within the brine similar to processes within the stomatal. However in order to carry out a thorough analysis of $R_c$ for sea ice and to suggest a complex parameterization, detailed information of the surface properties with a higher time resolution is needed. Nevertheless below we look in to some of the controlling parameters and suggest more detailed studies on these parameters in order to start developing a parameterization of $R_c$.

### 6.1 Parameters influencing the ice surface $p$CO$_2$

The flux magnitude and direction depends on the difference in $p$CO$_2$ between the brines and the overlaying atmosphere. We hypothesize that upward CO$_2$ fluxes from ice are associated with refreezing of brine channels leading to a decrease in brine volume, which again increases the brine $p$CO$_2$ levels in the ice surface. This is consistent with the measured CO$_2$ release coinciding with decreasing ice temperature on 12 March (Figs. 4, 5). But not consistent with the measurements on 14 March where we find clear downward fluxes at decreasing temperature and brine volume.

The $p$CO$_2$ on the ice surface varies both spatially and temporally depending on TA, TCO$_2$, brine volume, salinity and temperature of the ice. Therefore high precision TA and TCO$_2$ measurements as well as detailed knowledge of variations of temperature, brine volume and salinity are required to obtain a reliable $p$CO$_2$ estimate. Brine volumes were measured at different locations in our study area; however diurnal changes in air temperature, heat fluxes ($Q$) and solar radiation caused the surface temperature of the ice to vary by 1–5 °C and have to be accounted for to realistically assess variations in $p$CO$_2$. In our study we assume that $p$CO$_2$ can be calculated using the algorithms in Lewis and Wallace (1998) from Goyet and Poisson (1989a), but these equations do not
take the formation of CaCO$_3$ in sea ice into account. Several studies suggest that the formation/dissolution of CaCO$_3$ affects the ice–atmosphere CO$_2$ flux (Geilfus et al., 2012; Søgaard et al., 2013). Søgaard et al. (2013) found formation of CaCO$_3$ in March 2010, in the surface ice in the fjord area by Kapisigdlit. During the formation of CaCO$_3$ CO$_2$ will be released, and dissolution of CaCO$_3$ will cause uptake of CO$_2$. It is possible that the upwards fluxes on 12 March are due to formation of CaCO$_3$ at decreasing temperatures and brine volumes and the downward heat fluxes on 14 March leads to dissolution of CaCO$_3$ and uptake of CO$_2$. These chemical reactions in the ice need to be investigated further in order to accurately estimate the pCO$_2$ in the brine.

6.2 Parameters influencing the surface exchange

The brine volume is not only influencing the pCO$_2$ but also the surface exchange, where small brine volume at low temperature results in small brine surface area. Thus one would expect decreasing $Rc$ at decreasing temperature, which is found on 14 March. As illustrated in Fig. 1 the exchange over the surface is also influenced by the surface wetness and by the layer of snow on the ice surface. Variation in salinity, temperature and pCO$_2$ concentration in water or snow on the ice surface will affect the surface resistance. We did not observe water on the ice surface but as mentioned previously the ice was covered by snow. The temperature variation at the snow surface was not considered in the present study, however an ice crust on the snow surface was occasionally observed. Information about the thickness and structure of the snow cover as well as chemistry within the snow is important in order to properly evaluate $Rc$.

6.3 Discussion and parameterization of the surface resistance

The measured fluxes are small at low temperatures, likely due to low brine volume and thus small brine surface area, which makes it difficult to estimate the direction of the flux. This leads to large uncertainties in the calculated $Rc$, which we have found can even become negative. However the uncertainties of the calculated $Rc$ is increasing at colder temperatures, which is due to measured small fluxes and an increasing difference between the atmospheric pCO$_2$ and the calculated brine pCO$_2$, where the largest uncertainty is due to lack of knowledge of the carbonate chemistry in sea ice. We have calculated pCO$_2$ based on Goyet and Poisson (1989), which is probably not adequate for calculation of pCO$_2$ in sea ice brines, since this does not take the formation of CaCO$_3$ in ice into account. Studies of sea ice and carbonate chemistry (Geilfus et al., 2012; Miller et al., 2011; Rysgaard et al., 2013; Søgaard et al., 2013) emphasize the importance of formation and dissolution of CaCO$_3$ on the levels of pCO$_2$ in the brines. An overestimation of pCO$_2$ is likely the explanation for the negative values of $Rc$.

We hypothesize that the heat flux between the ice and the atmosphere could be a parameter controlling the pCO$_2$ in the brines affecting both the CaCO$_3$ formation/dissolution and the brine volume. Therefore we investigate the correlation between the measured heat flux and the calculated surface resistance. Radiation was not measured but the magnitude of $Rc$ aligns reasonably well to the measured heat flux (sensible plus latent) revealing an increase in $Rc$ with increasing downward heat flux (Fig. 7). Potentially the correlation between heat flux and $Rc$ could be confounded by the wind acting on the surface, which will result in a correlation with
the friction velocity ($u_*$) and, thus, indirectly a correlation to the heat flux. However, our data show no correlation between $u_*$ and $R_c$ ($R^2 = 0.04, p = 0.16$). The relation between $R_c$ and heat flux shows increasing $R_c$ with increasing downward heat flux. The downward heat fluxes can be initiated by very low surface temperatures which gives small brine area and thus high surface resistances. The heat flux is dominated by the sensible heat flux, which was primarily downward during the measurement period (mean heat flux $= -8$ W m$^{-2}$). However, this leads to an upward flux of the latent heat (mean heat flux $= 2$ W m$^{-2}$), which could explain the formation of an icy crust on the surface, possibly causing an increase in surface resistance. The surface resistance is calculated based on calculated $p$CO$_2$ brine values, which as mentioned is likely inadequate and thus the calculated $R_c$ is highly uncertain. In order to calculate $R_c$ and carry out a thorough test of controlling parameters the chemistry in the brine channels has to be well known.

Furthermore the surface exchange measured at our site will only be indirectly connected to the brine $p$CO$_2$ through the thin snow layer covering the ice. The vertical and lateral gas transport within the snow layer will control the $p$CO$_2$ on the surface (Liptzin et al., 2009; Massman and Frank, 2006). Nomura et al. (2010) found that the flux depends not only on the difference in $p$CO$_2$ between the brine and the overlying air but also on the condition of the sea ice surface and snow cover, especially during the ice-melting season. This indicates that measurements of the air–sea ice CO$_2$ flux should also include detailed observations of the sea ice’s snow surface conditions. Not taking processes in the snow cover into account may also partly explain the negative $R_c$.

Despite the large uncertainty on the calculated $R_c$ we tested the parameterization of the CO$_2$ flux using the relationship, shown in Fig. 7, between the heat flux ($Q$) and $R_c$ ($R_c = 163014e^{-0.301Q}$) for parameterization of $R_c$. The fluxes were then calculated from Eq. (4) and compared to the measured flux (Fig. 8), which showed an average flux of $-2.6 \mu$g C m$^{-2}$ s$^{-1}$ ranging between $-34$ and $8.7 $µg C m$^{-2}$ s$^{-1}$. The CO$_2$ flux, where $R_c$ is based on a heat flux relation, shows mainly upward flux ranging from $-65 $µg C m$^{-2}$ s$^{-1}$ to a few case of fluxes $> 3000 $µg m$^{-2}$ s$^{-1}$ and a mean flux of $954 $µg m$^{-2}$ s$^{-1}$ (the computed flux is based on a calculated surface $p$CO$_2$ and a deficient $R_c$). As previously mentioned, the accuracy of the estimation of the $p$CO$_2$ on the surface is crucial, since this can even revise the direction of the flux.

The surface resistance is controlled by many parameters as illustrated in Fig. 1b and in order to carry out a thorough test of the relation between heating of the surface and the resistance method, measurements of radiation are required as well as detailed measurements of $p$CO$_2$ and physical-geochemical parameters of the ice and snow cover. As discussed in Sects. 6.1 and 6.2 the heat exchange between the atmosphere and the surface can influence both chemistry in the ice surface and the physical brine area. This can affect the exchange and thus $R_c$ in two different directions. Therefore it could be an approach to parameterize the surface exchange with a split of $R_c$ in two parallel resistances describing the two processes similar to Nemitz et al. (2001).

7 Conclusions

The exchange of CO$_2$ between the atmosphere and the fast sea ice is ultimately driven by the difference of $p$CO$_2$ in the brines and the overlying atmosphere. We found the flux to be small (mean = $-3 $µg C m$^{-2}$ s$^{-1}$) during the late winter with fluxes in both directions. The flux is controlled by the $p$CO$_2$ in the surface brine which is controlled by the brine volume, surface temperature, TCO$_2$, TA and/or salinity. Furthermore, the chemistry of the carbonate system in the sea ice brine is essential to the brine $p$CO$_2$ and this chemistry is still poorly understood, thus it is not possible to accurately calculate $p$CO$_2$. We suggest a conceptual model for calculation of air–sea ice fluxes based on the resistance analogy, which is commonly used for terrestrial surfaces. We find that for our measurement site the surface resistance $R_c$ is by far the largest and therefore the controlling resistance, and in order to calculate the fluxes from Eq. (4) a parameterization of $R_c$ is needed. Such a parameterization requires detailed knowledge of the carbonate chemistry in the brine, the brine volume, TCO$_2$, TA and salinity as well as knowledge of snow cover and carbonate chemistry in the snow to estimate the accurate surface $p$CO$_2$. We believe that it is possible to measure fluxes over sea ice with a relative standard deviation of about 75% in order to test the suggested parameterization, but the uncertainty of $p$CO$_2$ in the brine is too large. Further investigations of surface structure and snow cover on seasonal sea ice in parallel to measurements of driving parameters like heat flux, radiation, ice temperature and brine processes are required to parameterize $R_c$ and to thoroughly test the resistance model for calculation of $p$CO$_2$ exchange over the air–sea ice interface in natural settings.

Acknowledgements. This study received financial support from the Nordic Council of Ministers (Climate&Air program, KoL-1005), Danish Agency for Science, Technology and Innovation and the Canada Excellence Research Chair (CERC) program, the Greenland Climate Research Centre (GCRC-6507) and Danish National Research Foundation (DNRF53). Furthermore Dorthe H. Søgaard was financially supported by the Commission for Scientific Research in Greenland (KVUG). This study is a part of the Nordic Centre of Excellence DEFROST. We will like to thank Søren W. Lund from the Danish Technical University, Denmark, for assistance during preparation of field equipment.

Edited by: T. R. Christensen
References


Fowler, D., Coyle, M., Flechard, C., Hargreaves, K., Nemitz, E., Storerton-West, R., Sutton, M., and Erisman, J. W.: Advances in micrometeorological methods for the measurement and interpre-


Nemitz, E., Milford, C., and Sutton, M. A.: A two-layer canopy compensation point model for describing bi-directional...


Nomura, D., Yoshikawa-Inoue, H., Toyota, T., and Shirasawa, K.: Effects of snow, snowmelting and refreezing processes on air-sea-ice CO₂ flux,


