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ABSTRACT

A general circulation ocean model has been used to study the formation and propagation mechanisms of North Atlantic Oscillation (NAO)-generated temperature anomalies along the pathway of the North Atlantic Current (NAC). The NAO-like wind forcing generates temperature anomalies in the upper 440 m that propagate along the pathway of the NAC in general agreement with the observations. The analysis of individual components of the ocean heat budget reveals that the anomalies are primarily generated by the wind stress anomaly-induced oceanic heat transport divergence. After their generation they are advected with the mean current. Surface heat flux anomalies account for only one-third of the total temperature changes. Along the pathway of the NAC temperature anomalies of opposite signs are formed in the first and second halves of the pathway, a pattern called here the North Atlantic dipole (NAD). The response of the ocean depends fundamentally on $R_t = (L/\nu)/\tau$, the ratio between the time it takes for anomalies to propagate along the NAC [$L/\nu \sim 10$ years] compared to the forcing period $\tau$. The authors find that for NAO periods shorter than 4 years ($R_t > 1$) the response in the subpolar region is mainly determined by the local forcing. For NAO periods longer than 32 years ($R_t < 1$), however, the SST anomalies in the northeastern part of the NAD become controlled by ocean advection. In the subpolar region maximal amplitudes of the temperature response are found for intermediate (decadal) periods ($R_t \sim 1$) where the propagation of temperature anomalies constructively interferes with the local forcing. A comparison of the NAO-generated propagating temperature anomalies with those found in observations will be discussed.

1. Introduction

Recent analyses of historical sea surface temperature (SST) data have revealed that coherent large-scale temperature anomalies occur in the North Atlantic Ocean on interannual to decadal timescales (Deser and Blackmon 1993; Kushnir 1994; Hansen and Bezdek 1996; Sutton and Allen 1997). A significant part of these anomalies are related to large-scale atmospheric forcing by the North Atlantic Oscillation (NAO) (Walker 1924; Walker and Bliss 1924), a seesaw of atmospheric mass between the polar and subtropical regions. The NAO is hence associated with changes in the large-scale atmospheric wind pattern, which in turn cause variations of the winter air and sea surface temperatures throughout the North Atlantic Ocean (Visbeck et al. 1998; Seager et al. 2000). Changes in the air–sea fluxes of heat and momentum during a positive NAO phase cool the subpolar and subtropical oceans while the temperatures off the North American east coast are warmer than normal.

The analysis of temperature anomalies at times when the NAO index is close to zero, that is, in quadrature to the NAO, indicates that the temperature anomalies found off the North American east coast propagate along the axis of the North Atlantic Current (NAC) (Visbeck et al. 1998). A similar movement of temperature anomalies originating from this region has been found in observations (Hansen and Bezdek 1996; Sutton and Allen 1997). The propagation speed derived from the observations is 1.7 cm s$^{-1}$; this is significantly slower than the high velocities of the core of the NAC.

Sutton and Allen (1997) propose that the understanding of the processes that determine the propagation of the temperature anomalies along the NAC might be important for the prediction of interannual to decadal cli-
mate variations over Europe. If the spreading of temperature anomalies is caused by advection in the ocean one might be able to skillfully predict the temperature evolution along the NAC. However, the effects of these temperature anomalies on the overlying atmosphere are still unclear (see Robinson 2000, for a recent review). It has been suggested that they can provide the missing memory that creates decadal variations of the NAO (Latif 1998).

In an analytical stochastic model Saravanan and McWilliams (1997) studied the response of a single-layer constant-speed NAC to atmospheric forcing random in time but sinusoidal along the NAC. They found that the oceanic response falls into one of two regimes: a slow-shallow regime in which local effects are dominant and a fast-deep regime in which nonlocal advective effects are dominant. In the fast-deep regime the oceanic response peaks at a preferred frequency even though the original forcing spectrum was white. This frequency is determined by the NAC’s advection speed divided by the length of the NAC. Saravanan and McWilliams (1997) find that for the observed advective velocity of the NAC of about 2 cm s\(^{-1}\) anomalies on the decadal timescale should be most prominent.

Here we use an ocean general circulation model (OGCM) coupled to an atmospheric mixed layer (Seager et al. 1995) in order to investigate the response of the North Atlantic Ocean to changes in the wind forcing. In contrast to models with prescribed surface heat fluxes the atmospheric mixed layer allows the model’s surface heat fluxes to adjust to changes in atmospheric advection of temperature and humidity and in local SST anomalies. We have added NAO-like wind speed, vector, and wind stress anomaly patterns to climatological monthly forcing. The anomaly patterns have been modulated with idealized fixed frequency variations in order to study variation in response to different frequencies of the NAO. Some aspects of the overall oceanic response are discussed by Visbeck et al. (1998). Here we focus our attention on how these NAO-related temperature anomalies are formed and propagate along the NAC.

In subsequent sections we first describe the model and the different experiments performed and then analyze the model output and compare it to observational data.

2. Numerical experiments

a. The model

We have employed an ocean general circulation model that spans the Atlantic Ocean between 30°S and 73°N with a horizontal resolution of 2° by 2°. The model has 30 fixed vertical levels, 13 of which are distributed over the upper 1000 m with decreasing vertical resolution from 24 to 100 m. Below 2000-m depth, the vertical resolution is 250 m with a variable lowest layer thickness. The basin geometry and bathymetry are resolved on the model grid.

The model solves the primitive equations on an A grid and is forced by monthly mean wind stresses. Temperature and salinity are restored to climatological values over a few grid points near solid walls at the northern and southern ocean boundary. Freshwater fluxes are obtained by restoring the sea surface salinity to a monthly dataset with a 30-day relaxation timescale. The surface heat fluxes are determined by a prognostic atmospheric boundary layer model coupled to the ocean model’s SST (Seager et al. 1995). The boundary layer atmospheric temperature and humidity are specified over land but vary over the ocean according to an advective-diffusive balance subject to air-sea fluxes. All other boundary conditions such as the shortwave radiation, cloud cover, wind speed, and wind vector are specified at each grid point with monthly resolution.

A simple 1½-layer thermodynamic sea ice model is coupled between the ocean and atmospheric boundary layer in order to reduce the heat flux in ice-covered regions. Unresolved small-scale ocean processes are parameterized by a bulk wind-driven mixed layer model, convective adjustment, and isopycnal thickness diffusion.

First the model was initialized with climatological temperature and salinity data and integrated for 60 years with fixed climatological monthly forcing. The winter SST differences between the model and observations are typically less than 1°C with the exception of the Gulf Stream region. Its position is too far north and much of the cold slope water signal is missing in our simulations. Mixed layer depths are maximum during late winter in the Labrador Sea with a quite realistic distribution throughout the subpolar gyre.

In our experiments anomalies of wind stress and wind speed/vector have been added to the monthly forcing. In order to obtain a realistic circulation we used climatological mean forcing from Hellerman and Rosenstein (1983) for wind stress and from the National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) reanalysis for wind vector and speed, respectively. The anomalies added to the climatological part of the forcing are an idealized form of the wind variations associated with the NAO. The anomaly fields were derived from the NCEP–NCAR reanalysis (1958–98) data by regressing the winter NAO index of Hurrell (1995) against the November through April wind speed, wind vector, and wind stress fields. The wind vector and wind stress anomaly fields exhibit enhanced westerlies during the positive NAO phase accompanied by a weakening of the trade winds (see Fig. 1a). The wind speed anomalies show a roughly zonally banded structure with significant large-scale variability throughout the subtropical and subpolar Atlantic (see Fig. 1c). The NAO-related anomalies explain a significant fraction of the total variances. For the zonal wind stress component (Fig. 1b) we find that more than
FIG. 1. Wind stress (a) and wind speed (c) forcing anomaly fields used for the experiments. The anomaly fields have been derived by regressing the wind stress and wind speed of the NCEP–NCAR reanalysis onto the NAO time series. The two displays on the right show the fraction of the total variance explained by the NAO-regressed anomalies for the zonal component of the wind stress (b) and the wind speed (d), respectively. For all calculations winter averages (Nov–Apr) have been used.

60% of the total variance is explained in subpolar and subtropical latitudes while for the wind speed (Fig. 1d) the numbers are somewhat lower.

The idealized NAO-like wind anomalies were modulated with a sine wave of 2–64 yr period, which allows us to isolate interannual, decadal, and multidecadal variations of the NAO (denoted NAO-D in Table 1). Note that, as a compromise between realistic and idealistic scenario, the anomalies were only applied during the winter season (Nov–Apr), when the NAO is responsible for most of the sea level pressure variance (e.g., van Loon and Rogers 1978). Each experiment was run over several forcing cycles so as to obtain a quasi-equilibrium upper-ocean model response.

For a second set of experiments (NAO-M) we suppressed all explicit oceanic advection in order to ex-

<table>
<thead>
<tr>
<th>Run</th>
<th>Model</th>
<th>Forcing modulation</th>
<th>Anomaly fields</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAO-D2 to NAO-D64</td>
<td>Dynamical</td>
<td>2–64 yr sinus</td>
<td>NCEP NAO-regr.</td>
</tr>
<tr>
<td>NAO-M2 to NAO-M64</td>
<td>Mixed layer</td>
<td>2–64 yr sinus</td>
<td>NCEP NAO-regr.</td>
</tr>
<tr>
<td>TRACER</td>
<td>Dynamical</td>
<td>No anomaly fields added</td>
<td>NCEP NAO-regr.</td>
</tr>
<tr>
<td>NAO-HURR</td>
<td>Dynamical</td>
<td>Hurrell-index</td>
<td>NCEP NAO-regr.</td>
</tr>
<tr>
<td>NCEP</td>
<td>Dynamical</td>
<td></td>
<td>NCEP anomaly fields</td>
</tr>
<tr>
<td>NCEP-M</td>
<td>Mixed layer</td>
<td></td>
<td>NCEP anomaly fields</td>
</tr>
</tbody>
</table>
amine a mixed layer model’s response to surface fluxes only. The mean ocean heat flux divergence was prescribed as a monthly flux with no interannual variability.

We also performed a run without adding forcing anomalies (TRACER) in which a tracer path was released in the formation area of the temperature anomalies to study the pure advective spreading.

Finally, we analyzed three more realistic experiments: One used the observed time series of the NAO to modulate the NAO-like wind anomalies (NAO-HURR); second, we applied the full wind and wind stress anomalies of the NCEP–NCAR reanalysis (NCEP); and a third experiment where we suppressed the oceanic advection while we added the full wind and wind stress anomalies of the NCEP–NCAR reanalysis (NCEP-M). Some results of the latter two integrations are reported by (Seager et al. 2000).

**b. Simulation of NAO-induced SST anomalies**

Visbeck et al. (1998) have shown that our ocean model is able to generate the observed SST tripole response when forced with NAO-like wind anomalies. They also report that the anomaly fields are not stationary, they propagate along the path of the NAC. Figure 2 shows the evolution (half a cycle of the forcing) of SST anomalies for a 12-yr NAO forcing period. One can clearly see the propagating SST anomalies.

Lagged correlations of observed SSTs showed that temperature anomalies formed off the North American east coast follow approximately the pathway of the NAC across the North Atlantic (Sutton and Allen 1997). We performed a similar analysis of the NAO-D12 run and show the lagged correlations in Fig. 3. The result is qualitatively similar to that of the observational study of Sutton and Allen (1997). To investigate whether the reference area of Sutton and Allen (1997) is perhaps not the source area of the anomalies we extended the correlation to preceding lags but found them not to be significant (not shown). This means that the observed temperature anomalies found in the NAC are created in or around the reference area or farther downstream in the NAC. Our model experiments similarly show no clear sign of anomalies upstream the reference area.

For the subsequent analyses we will inspect the response along the model’s NAC (see Fig. 3 for the location of the pathway). We found that the Hovmoller diagrams of observational data show comparable temperature anomalies for both the model’s NAC and the one originally used by Sutton and Allen (1997). Thus we employ the same pathway for both observational and modeled data.

**3. Results**

In this paper we seek to answer two main questions:

- How are the temperature anomalies generated that seem to propagate along the path of the North Atlantic Current?—air–sea fluxes versus changes in upper-ocean heat transport divergence
- What causes the apparent propagation?—oceanic advection versus phase-lagged local forcing.

We will address these questions in the framework of a series of numerical experiments with emphasis on

- how the model’s response depends on the frequency of the idealized forcing
- How the model’s response to the idealized NAO-like forcing compares with more realistic model runs and with observations.

We begin with a discussion of run NAO-D12 where the NAO-like wind anomaly was added to the full ocean model with a fixed frequency of 12 yr. We first examine the different components contributing to the heat budget along the pathway of the NAC. This will shed some light on the generation and propagation of temperature anomalies. The 12-yr forcing period was chosen because we found that the model SST response was not unlike that observed (Visbeck et al. 1998). We will show that the conclusions drawn from the 12-yr period are, however, with adjustments for amplitude and timing, also valid for the other forcing periods.

**a. Formation and propagation of temperature anomalies**

In the following we will make extensive use of time–space (Hovmoller) diagrams to investigate the evolution of temperatures, their time derivatives, and some of the components contributing to temperature changes. In all of these diagrams the mean annual cycle has been removed and the interannual monthly anomalies are shown. For example Fig. 4 shows different properties along the NAC pathway for one complete 12-yr forcing cycle. The wind anomaly associated with positive and negative NAO anomalies has reached its maximum in the winters of years 3 and 9, respectively, and is zero in years 0 and 6. We show both the temperature anomalies of the uppermost model layer (0–24 m, the model’s SST) and the heat content of the upper 440 m (HC), which is proportional to the upper-ocean average temperature. Most of the model’s response to interannual changes in wind and heat flux is contained in the upper 500 m and is thus well represented by the HC fields.

A casual inspection of the SST and HC fields (Fig. 2 and Figs. 4a and 4b) gives a clear indication for propagation of temperature anomalies along the NAC. In Figs. 4a and 4b they are visible as a broad band of positive anomalies extending diagonally across the figure. Such a pattern is very similar to the ones derived from observed SST anomalies as shown by Hansen and Bezek (1996); Sutton and Allen (1997). It is worth noting that in the western part of the region the warm anomalies are in phase with the forcing (relative to a
positive NAO index) and in the eastern part, about 6500 km downstream, of opposite sign. Hence we sample with the NAC pathway the upper two lobes of the NAO SST tripole, which we call the North Atlantic dipole (NAD).

The temperature anomalies in Figs. 4a and 4b cannot be explained by only a direct response to the wind anomalies. We find that the tilt of the anomaly band is roughly constant over the whole NAC pathway, indicative of a constant propagation speed of a few centimeters per second. When the positive anomaly has arrived at the eastern end of the pathway, after about 4–6 years, a negative anomaly emerges at its beginning. From this we can draw two immediate conclusions: 1) The continuous existence of the temperature anomalies means that they can persist during years with weak or no wind anomalies (i.e., years 0 and 6 for the 12-yr NAO period). In other words the ocean exhibits a significant amount

Fig. 2. Sea surface temperatures of the experiment NAO-D12 zero, one, two, three, four, and five years after the sinusoidal forcing maximum (NAO +). In response to the idealized wind and wind stress anomalies a temperature anomaly is formed off the North American east coast. This anomaly apparently propagates along the pathway of the NAC.
of the seasonal variations is constant, while the inclination of the band is about constant even during times of weak forcing, oceanic advection of existing temperature anomalies by the mean currents must play a fundamental role in the apparent propagation.

In addition to the broad band of positive SST anomalies visible in Fig. 4a the Hovmöller diagram also exhibits distinct horizontal stripes, which seem to be modulated on seasonal timescales. These stripes occur most pronounced during the forcing (winter) season. Two mechanisms could be responsible: anomalous forcing or deepening of the oceanic mixed layer whereby deep temperature anomalies reemerge at the sea surface. Since we find the seasonal variations throughout the experiment and not only during the years of maximum forcing (years 3 and 9), the deepening of the mixed layers during the winter season must be an important process in generating the seasonal SST anomalies. This implies that the upper ocean heat content is the more appropriate parameter to analyze when studying the propagation of temperature anomalies.

The heat content anomalies similarly show seasonal variations in the form of stripes. In contrast to the stripes of the SST pattern they are inclined, indicating that these seasonal anomalies are propagating. Interestingly the propagation speed of the seasonal signals differs from those of the broad interannual band. This suggests that different processes are responsible for the apparent propagation on seasonal and interannual timescales. Hovmöller diagrams of the heat content changes for other forcing periods (not shown) reveal that the inclination of the seasonal variations is constant, while the inclination of the interannual anomalies varies with the forcing period. Thus we propose that the mean oceanic advection, which we have found to be largely independent of the forcing period, is responsible for the propagation of the seasonally varying anomalies.

To test this hypothesis we have integrated the model’s upper-ocean velocities along the NAC pathway and show the resulting time–distance relation as an additional black line in Fig. 4h. This idealized advection path agrees reasonably well with the slope of the seasonal HC anomaly stripes.

Let us now examine which terms of the oceanic heat transport divergence contribute to the heat content changes along the NAC pathway. Figures 4c–f show different contributions to the heat content tendency due to the advection of the mean temperature by anomalous currents $u \nabla T$ and due to the advection of anomalous temperatures by the mean currents $u \nabla T'$ both for SST (left column of graphs) and HC (right column). The heat content tendencies of the two layers (i.e., the time derivatives of the heat contents in Figs. 4a and 4b) are displayed for reference in Figs. 4g and 4h, respectively. Furthermore, the surface heat flux anomalies are shown in Fig. 4i. The sum of the two advection terms plus the air–sea heat flux can explain most of heat content changes with only a small contribution from the mixing terms. Note that $u \nabla T'$ and $u \nabla T$ have been derived from the monthly averaged data since we had no easy way to assess the contribution of short-term variations of temperature and currents. However, one can show that these terms cannot be very large in our coarse resolution model.

Let us first inspect the surface heat fluxes (Fig. 4i) in comparison to the SST and HC tendencies (Figs. 4g and 4h). If we compare Figs. 4i and 4h, we find that the amplitudes of the surface heat fluxes account for only one-third of the heat content changes of the upper 440 m. Thus for the deeper layers the advective terms are a large source of temperature anomaly and, in fact, are more important than the surface heat fluxes. For the surface layer (Fig. 4g) we find that the heat flux and the total change are of the same order of magnitude but occur at different times, again implying that the oceanic contribution is important. Please note, that in order to get an estimate of the heat content changes of the surface mixed layer we multiplied the heat content of the 24-m-thick uppermost model layer by three.

We now continue with the analysis of the $u \nabla T'$ and $u \nabla T$ patterns in Fig. 4. One finds that only the component with the advection of anomalous temperatures by the mean flow ($u \nabla T'$) exhibits inclined isotherms on the seasonal timescale, which are the sign of oceanic advection. In contrast $u \nabla T$ has mostly nonpropagating isotherms, which points to its important role during the winter forcing season. In the surface layer the variations of the component $u \nabla T$ follow roughly the sinusoidal NAO forcing while in the layer 0–440 m the modulation is not quite as clear.
FIG. 4. Sea surface temperature and upper 440-m heat content anomalies of the experiment NAO-D12 along the pathway of the NAC (graphs a and b), their tendency (graphs g and h), and components contributing to their tendency. Shown is always one full cycle of the forcing. To make the SST tendencies in the graphs c, e, and g comparable to the heat content change and the surface heat flux it has been assumed that the temperature change in the uppermost model layer is representative of the mixed layer, here assumed to be three times as thick as the uppermost layer (i.e., 72 m). The black lines in graphs a, b, and h show how a tracer patch inserted at the beginning of the pathway propagates along the pathway.
An important characteristic of the component $u' \nabla T$ within the surface layer is its 180° phase jump in the response between the first half and the remaining part of the NAC pathway. This characteristic forms, together with the advection along the pathway, an environment much like the one proposed by Saravanan and McWilliams (1997). This aspect is most pronounced in SST but still visible in the HC pattern, especially during the wintertime forcing. In the HC pattern in the last third of the NAC pathway we also find significant anomalies during times of weak NAO forcing (both during the summer season and during zero crossings of the sinusoidal modulation). These are the signs of geostrophic currents resulting from temperature anomalies. They do not follow the dipolar pattern and thus complicate their interpretation.

At some places along the pathway (e.g., 3500 and 5000 km) the contributions from the components $u' \nabla T$ and $u \nabla T'$ are opposing each other. This behavior can be interpreted as anomalous temperatures being created by the wind stress forcing (i.e., $u'$) and then being advected along the NAC by the mean current $u$.

In summary, we find that the temperature anomalies at the beginning of the NAC pathway are generated by a mixture of atmospheric heat flux and momentum forcing. In particular the deep reaching temperature signals are to a large extent generated by changes in the ocean currents that alter the local heat transport divergence. Once generated, parts of the signal are advected with the mean flow northeastward with a speed of a few centimeters per second. However, there was a clear difference in the propagation speed of the seasonal and interannual signals. While we could readily understand the advection of the seasonal signal as a direct consequence of the mean currents, the interannual propagation deserves closer inspection. In order to accomplish this we have investigated the response of the ocean model as a function of the forcing frequency.

b. Variable forcing periods

The analysis of observational data has shown that SST anomalies propagate along the NAC (Sutton and Allen 1997) on decadal timescales. The NAO forcing, however, exhibits significant variability over a range of frequencies ranging from interannual to multidecadal. Thus we decided to perform a whole series of ocean response experiments with forcing periods ranging from 2 to 64 years (see Table 1). Visbeck et al. (1998) showed that the amplitudes of the ocean model’s SST response depends on the period of the forcing. In particular, parts of the subpolar gyre showed a strongly enhanced response at periods between 8 and 24 years. The subtropical Atlantic and Gulf Stream regions, however, showed increasing energy for longer periods, a slightly red response spectrum.

Figure 5 displays the upper heat content, surface heat fluxes, and oceanic heat transport divergence (defined as the difference between the air–sea heat flux and the time derivative of the upper 440-m ocean heat content) along the pathway of the NAC for selected NAO periods from 4 to 64 years. Shown is always one full idealized NAO cycle with a zero wind anomaly at year 0. It is obvious that the ocean’s response changes significantly with the period of the forcing. For the periods between 8 and 32 years we find broad inclined bands of interannual temperature anomalies similar to that of the 12-yr period described in the previous section. The 4-yr period, however, exhibits a more checkerboard-like pattern while the 64-yr period suggests a more in-phase response. Similar changes are found in the surface heat fluxes and implied oceanic flux fields (Fig. 5, middle and right columns).

1) Seasonal forcing and decay cycle

The surface heat fluxes for the 4-yr period (Fig. 5b) reveal two distinct regimes. During times with active forcing (Nov–Apr, indicated by the black graph at the left side of the panel) the first half of the pathway (0–3000 km) experiences positive surface heat fluxes while the second half (4000–6500 km) shows negative heat fluxes for a positive NAO index. The pattern corresponds to the southwest–northeast dipole that connects the western subtropical gyre with the eastern part of the subpolar North Atlantic (Fig. 3). During the summer season when there is no anomalous forcing (May–Oct) the surface heat fluxes still show the NAD pattern. However, the heat fluxes are of opposite sign compared to the forcing season. One can easily see that during the summer the surface heat fluxes are damping the heat content anomalies created in the preceding winter season. Anomalous warm temperatures thus lead to enhanced surface heat loss, they provide a negative feedback.

Next we inspect the contribution of ocean dynamics. As shown in the previous section, anomalous momentum input from changes in the wind stress fields can cause significant changes in the oceanic heat transport and its divergence. Much of this effect is due to changes in the Ekman transport but there are also contributions from the geostrophically adjusting deeper flow. Those mechanisms as well as changes in the vertical and horizontal mixing are included in the implied fields shown in the right column of Fig. 5. This contribution to the upper-ocean heat content changes similarly exhibits two regimes. During winter (active forcing season) a pattern emerges that is quite similar to that of the surface heat fluxes: positive heat content changes in the first half of the pathway and negative in the second half. Thus for short NAO forcing periods the surface heat fluxes reinforce the oceanic contribution, resulting in a strong temperature signal. During summer, however, the oceanic contribution differs from the surface heat fluxes: we find negative contributions preceding negative heat content anomalies and positive contributions following
Fig. 5. Upper-ocean heat content, surface heat flux, and oceanic heat transport divergence for selected NAO periods. Shown is again one full cycle of the sinusoidal forcing. The forcing modulation is displayed between first and second column. The heat transport divergence has been determined by subtracting the surface heat fluxes from the total heat content changes.
them and similar patterns for the opposite signs while the heat fluxes are always opposing the temperature anomalies. This suggests that the heat content anomalies are mainly formed by the oceanic heat transport divergence and not the surface heat fluxes. The oceanic contributions exhibit, just like the heat content, inclined isotherms during periods without active forcing. As we have shown in the previous section these inclined isotherms arise from oceanic advection relocating temperature anomalies that were formed during the winter period either by changes in ocean heat transport divergence or to a smaller extent by surface heat fluxes.

We conclude that during the summer ocean dynamics advect heat content anomalies downstream toward the northeast along the path of the NAD, while surface heat fluxes are damping the anomalies.

2) Interannual Signals

In the following we compare the response of the model to different forcing periods shown in Fig. 5. The Hovmöller diagrams for the 4-yr and 8-yr NAO periods show the heat content anomalies arranged in a checkerboard-like pattern. For the 8-yr period a diagonal connection between the two lobes of the NAD is more clearly visible than for the 4-yr period. The heat flux patterns for the 8-yr period are largely similar to those of the 4-yr period with the exception of a mostly damped response in the northern part of the pathway. This means that the surface heat fluxes in this part of the pathway change from a partially active role for the 4-yr NAO period to a mostly passive role for the 8-yr period. The oceanic contribution to the heat content changes is largely similar for both shorter NAO periods with a pronounced NAD pattern during times of active forcing (winter). In the central part of the pathway we can observe the gradual change from predominantly local forcing to advectively determined temperature anomalies. While for the 4-yr NAO period there is barely any diagonal connection between the two lobes of the NAD, the 8-yr period shows some signs of temperature anomalies being advected from the first half of the pathway into the second. This is even more pronounced for the 16-yr NAO period in Fig. 5i. The finding that, in the right column of Fig. 5 with increasing forcing period, continuous inclined isotherms start to dominate the oceanic contribution means that temperature anomalies formed in the first half of the pathway and advected downstream outgrow the anomalies that are created locally in the second half.

For longer forcing periods (16 and 32 years) we find that the anomalies of the southwestern part of the NAD remain in phase with the forcing, while the anomalies of the northeastern part occur earlier with respect to the NAO forcing phase. In the 64-yr experiment the response of the subpolar part has shifted so much that it appears to be in phase with the external forcing. Hence we loose the signature of the NAD.

How can we interpret the patterns found in Fig. 5?

In our experiments two basically different processes generate heat content anomalies along the pathway of the NAC: the local formation of temperature anomalies both by surface heat fluxes and heat transport divergences, and the advection of existing temperature anomalies along the pathway. These two processes have a different temporal scaling. The first follows the externally prescribed period of the NAO-like forcing, while the second is determined by the model’s advection. We can define a nondimensional number that compares the two timescales:

\[
R_t = \frac{L/y}{\tau},
\]

where \(L\) is the length of the pathway, \(\tau\) represents the forcing period, and \(y\) is the propagation speed of the temperature anomalies. The propagation speed to be used in this calculation is the effective speed with which the temperature anomalies propagate along the NAC. Because of diffusion and damping by the overlying atmosphere this speed is significantly slower than the surface currents of the NAC. Here we use a speed of 2 cm s\(^{-1}\) as found in observations, which is about half the average advective speed of the 0–440 m layer or one-third of the surface currents in our model.

For the case that the two timescales agree we expect constructive interference while for disagreeing timescales destructive interference might be expected. However, since the temperature anomalies created by the two processes are not necessarily of the same magnitude, a total cancellation of the temperature anomalies in the second half of the pathway, where both processes play a role, is rather unlikely. Indeed we are able to support the outlined scenario. For the 4-yr period it is rather unclear whether we have constructive or destructive interference. But for the 8-yr period we have clear support for constructive interference. For this NAO forcing period we can identify both the heat content anomalies caused by local formation as checkerboard pattern and the advection of existing temperature anomalies as diagonal stripes. The diagonal stripes connect the anomalies of the checkerboard pattern, indicating that the timescales of the two processes agree for this forcing period. If we continue to look at longer timescales, we find for the 16-yr period that diagonal stripes (i.e., advected temperature anomalies) again extend downstream from the temperature anomalies formed in the first half of the pathway. For this forcing period the timescales of advection and external forcing do not match perfectly. This results in a step in Fig. 5g between the broad advective diagonal temperature anomaly band and a remaining patch resulting from the local forcing in the last quarter of the NAC’s pathway. The two timescales do, however, not disagree enough to cause significant destructive interference, which can first be seen for the 32-yr forcing period. There only the broad di-
agonal band originating in the first half of the pathway remains, while the amplitudes at the end of the pathway are reduced, suggesting that destructive interference took place. The 64-yr period in Fig. 5m shows only very short phase lags between the two halves of the pathway. This suggests that for the longer NAO periods the fast advection dominates the temperature anomalies of the second half of the pathway.

To make the differences between advective and non-advective ocean more obvious, we combined the heat content anomalies along the pathway for the dynamic (NAO-D) and the mixed layer (NAO-M) ocean in Fig. 6. Shown are the 4-yr, 16-yr, and 64-yr forcing periods. As can be seen from this diagram there is, for the short forcing period, some resemblance between the advective and nonadvective ocean in the form of a distorted checkerboard pattern. For the 16-yr forcing period we find that the advective ocean creates a strong impression of a propagating signal while the nonadvective ocean again responds with a checkerboard pattern. If the forcing
anomalies are applied with a period of 64 years the responses of the advective and nonadvective oceans are very different. In the case of the advective ocean the heat content along most of the pathway varies in phase with the forcing while for the nonadvective ocean only the first half reacts in phase with the forcing while the second half is out of phase.

From Eq. (1) we can infer at which advection speed we can expect maximal response for any given spatial \((L)\) and temporal \((\tau)\) scale of the forcing. This is shown in Fig. 7. There the velocities necessary to obtain \(R_1 = 1\) are contoured as a function of \(L\) and \(\tau\). This diagram can be used to obtain the forcing periods at which maximal response is to be expected for any given lengthscale of the forcing and propagation speed of the ocean. For the NAC with a propagation speed of about \(2 \text{ cm s}^{-1}\) and a lengthscale of \(4000\)–\(6000\) km maximal response is thus to be expected at about decadal timescales (see shaded area in Fig. 7).

In order to quantify the propagation speeds in our experiments we use simple harmonics to determine the phase lags of the temperature anomalies along the NAC pathway relative to the NAO forcing. We applied a fit of the interannual forcing harmonic to the temperature anomalies at each grid point of the pathway and then combined the phase and time lags in phase–distance and time–distance diagrams, respectively. This method is insensitive to the seasonal variability that we found in the previous analysis and is thus closer to an analysis of wintertime data, as used in most observational studies (Kushnir 1994; Hansen and Bezdek 1996; Sutton and Allen 1997).

Figure 8 includes the results for the forcing periods from 4 to 64 years and allows us to determine propagation speeds of the temperature anomalies for the different runs. The 2-yr period has been omitted because its phases are not well determined. The propagation speeds are then calculated by applying linear fits to the part of the pathway between \(1200\) and \(6300\) km. The resulting velocities both in time–distance and phase–distance space are listed in Table 2. They vary significantly with the forcing period. We find that for longer periods the speed in time–distance space decreases while it increases in phase–distance space. This is suggestive of the actual propagation being determined partially by advective processes and by external spatial variations in the forcing.

A thought experiment helps to understand how purely advective or purely externally forced regimes would manifest in the time–distance and phase–distance diagrams. Temperature anomalies are predominantly determined by the external forcing when \(R > 1\). If in this case the same spatial forcing pattern is applied with different forcing periods, lines with constant phase of the temperature anomalies like those in Fig. 8 would line up in a phase–distance diagram. In contrast the same constant phase lines would fan up in a time–distance diagram for the same set of experiments. If a similar set of forcings is applied to an advectively dominated ocean \((R < 1)\) we would find that the constant phase lines line up in the time–distance diagram whereas they would fan in the phase–distance diagram.

In our set of experiments (NAO-D2 to NAO-D64) we have found that the propagation speeds of both surface (not shown) and upper 440-m temperature anomalies depend strongly on the period with which the sinusoidal forcing is applied. For the shorter periods of 4 to 8 years the phases of the heat content anomalies in Fig. 8a agree roughly with those of the mixed layer run. This means that for these short forcing periods the heat content anomalies are predominantly determined by the spatial variation of the forcing. For the very long period of 64 years the response is mostly in phase with forcing, except for the very last part of the pathway where the response occurs later but with only small amplitudes. The propagation speed for the long forcing periods is, however, slower than the pure advection speed, suggesting that the external forcing pattern still has some effect on the propagation. For intermediate forcing periods the response neither occurs in phase with the forcing nor does it show the pattern that is to be expected from the externally dominated mode. Instead, both external forcing and oceanic advection create a blended mode in which the apparent propagation speed is slower than oceanic advection but faster than the externally prescribed speed. While we have seen that over the whole pathway neither advection nor local forcing are solely responsible for the temperature anomalies, Fig. 8b reveals that in the central part of the pathway, that is, between the two NAD lobes, the temperature anomalies are dominated by advective effects. In this
FIG. 8. Phases of the harmonic variation of the upper 440-m heat content relative to the forcing both in phase–distance and time–distance space. The phase–distance diagram (a) includes the phases of the heat content anomalies for the mixed layer model run with a forcing period of 16 years (solid line in a). The time–distance diagram (b) also include the graphs for the spreading of the maximum tracer concentration of experiment TRACER (dashed) and the propagation time calculated directly from the model's currents (solid). The time-distance diagram (b) displays a part of full pathway (c) in which advective spreading of the anomalies is dominant.

c. Propagation along the NAC during the recent decades

One question that arises after finding that NAO-like wind anomalies are able to create propagating temperature anomalies is how much of the anomalies found in the observations can be explained by the idealized NAO-like wind anomalies. We addressed this by conducting three additional experiments: The first experiment (NAO-HURR) is similar to the NAO-D series but now uses the observed NAO-index from Hurrell and van Loon (1997) instead of the idealized sinusoidal modulations. For the second experiment (NCEP) we added the full NCEP–NCAR reanalysis wind anomalies to investigate whether the inclusion of other, non-NAO related, variations of the winds improves the agreement between modeled and observed temperature anomalies. And in a third experiment (NCEP-M) we again used the full NCEP wind anomalies but applied them to the mixed layer only setup.

The Hovmöller diagram in Fig. 9a shows the winterly
SST anomalies (Nov–Apr) of the experiment NCEP. In Figs. 9c and 9e the anomalies from experiments NAO-HURR and NCEP-M are shown, respectively. Three different observational datasets covering roughly the same period of time are displayed in Figs. 9h,d,f. As before all diagnostics are performed along the NAC pathway (Fig. 3). Table 3 lists the correlation coefficients between the different datasets.

In all graphs in Fig. 9 we find significant variability on the decadal to interdecadal timescale. The observational datasets agree for most parts but differ in details (see Table 3). The observed temperature anomalies from da Silva et al. (1994), Kaplan et al. (1998), and NCEP–NCAR indicate that cold temperatures occurred between 1960 and 1970 along the North American east coast and that anomalies of similar amplitude were found some ten years later in the second half of the pathway. The propagation of anomalies between the first and the second halves of the pathway is, however, not as obvious from these graphs as in Sutton and Allen (1997). This is mainly caused by the different periods covered by our analysis (1958–98) and by that of Sutton and Allen (1997) (1946–88). In contrast to the findings by Sutton and Allen (1997) the anomalies during the 1980s observed by the NCEP–NCAR reanalysis and da Silva et al. (1994) seem to suggest a westward or upstream propagation. This prominent feature in our graphs is less pronounced in Sutton and Allen (1997), whose analysis also covers a strong downstream propagating anomaly in the 1950s.

The experiment NAO-HURR (Fig. 9c) is able to create decadal SST anomalies comparable to those found in observations. The temperature anomalies show a prominent propagation along the pathway of the NAC. Anomalies formed in the beginning of the pathway travel in about 5 years to the end of the pathway. The respective speed of about 4 cm s\(^{-1}\) is on the high end when compared to the results of the experiments NAO-D (see Fig. 8 and Table 2). The anomalies, however, do not fully agree with the variations found in the observations.

---

### Table 3. Correlation between the various temperature anomalies shown in Fig. 9. High correlation levels (>0.76) are found between all observational datasets. Exp NCEP forced with the full NCEP wind and wind stress anomalies also yields relatively high correlations with the observations (>0.50). The correlations between exp NAO-HURR and the observations are significantly smaller (0.11–0.36), while the correlations for the not advective ocean experiment (NCEP-M) with the observations ranges typically between the full NCEP experiment and the NAO-HURR run (0.32 to 0.42).

<table>
<thead>
<tr>
<th></th>
<th>NCEP model</th>
<th>NAO-HURR model</th>
<th>NCEP-M model</th>
<th>NCEP obs</th>
<th>Kaplan obs</th>
<th>DaSilva obs</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCEP</td>
<td>1</td>
<td>0.11</td>
<td>0.75</td>
<td>0.50</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td>NAO-HURR</td>
<td>1</td>
<td>0.77</td>
<td>0.35</td>
<td>0.27</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>NCEP-M</td>
<td>1</td>
<td>0.27</td>
<td>0.35</td>
<td>0.32</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>NCEP</td>
<td>1</td>
<td>1</td>
<td>0.76</td>
<td>0.83</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>Kaplan</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>DaSilva</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Fig. 9:** Hovmöller diagrams of the winterly (NDJFMA) temperature anomalies along the NAC for the experiments NCEP (a), NAO-HURR (c), and NCEP-M (e) and for the observational datasets NCEP (b), Kaplan (d) and DaSilva (f). Contour interval is 0.2°, shaded areas denote positive anomalies. A 3-yr running mean has been applied to all datasets as has been done by Sutton and Allen (1997).
alies (NAO-HURR) create strongly propagating temperature anomalies that, however, do not agree well with observations. Adding non-NAO anomalies (NCEP) creates on one hand a good agreement with observations, but causes on the other the disappearance of visible propagation. That oceanic advection still remains a necessary ingredient for the realistic reproduction of observed temperature anomalies can be seen in Fig. 9e and in Table 3. There it becomes apparent that the correlations of the temperatures of the mixed-layer only ocean model run (NCEP-M) with the observations reach only two thirds of those of the full experiment (NCEP). Nevertheless the simpler run (NCEP-M) does already reproduce several of the observed features. Overall, the results of these, more realistic, experiments are somewhat inconclusive.

4. Conclusions

We have performed various experiments with an ocean GCM of the North Atlantic coupled to an atmospheric mixed layer (Seager et al. 1995; Visbeck et al. 1998) in order to study the ocean’s response to NAO-like wind anomalies. We found that the NAO-like forced runs are able to create temperature anomalies comparable to those found in observations (Visbeck et al. 1998). After their formation off the North American east coast the temperature anomalies propagate along the pathway of the NAC. Depending on the period with which the forcing was applied they cross the Atlantic in 5 to 10 years. This agrees well with the observations from Sutton and Allen (1997), who find them to cross the Atlantic in about 8 years.

Two basically different mechanisms are proposed for the formation and propagation of the temperature anomalies along the pathway of the NAC: local formation of temperature anomalies by changes in surface fluxes or by changes in the oceanic heat transport divergence and the advection of existing anomalies by the mean flow. Our experiments indicate that simple advection of temperature anomalies, created off the American coast, is not able to fully explain the temperature anomalies along the pathway of the NAC. Instead we found that, for NAO forcing periods up to 16 years, the spatial pattern of the direct response to the forcing variations can be found in the temperature anomalies along the pathway of the NAC. For the NAO-like forcing anomalies this pattern is dipolar with in-phase (positive temperature anomalies during a positive NAO index) formation of temperature anomalies in the first half of the pathway and out-of-phase (negative temperature anomalies during a positive NAO index) formation in the second half of the pathway. We also found that about two-thirds of the heat content anomalies of the layer 0–440 m were formed by changes in the oceanic heat transport divergence and only one-third by surface heat fluxes. They do, however, agree roughly in their spatial distribution, making their effects difficult to distinguish.

The two mechanisms have two different timescales for the propagation of the temperature anomalies. The timescale \( L/v \) of the advection of an existing anomaly is determined by the ocean’s mean currents \( v \), which we found to be largely independent of the NAO-like forcing variations, and by the length of the pathway \( L \). The timescale of the local formation of temperature anomalies is in contrast variable and determined by the NAO forcing period \( \tau \). The propagative timescale for our experiments is about 10 years for one pass along the whole pathway. We find that for NAO periods shorter than the advective timescale \( (R > 1) \) the temperature anomalies are arranged in a pattern that can be explained by the local formation only. For NAO periods comparable to the advective timescale \( (R \sim 1) \) the oceanic advection transports the temperature anomaly created in the first half of the pathway to the second half of the pathway in exactly the time in which the external forcing has switched from one state to the other, thus reinforcing the locally created anomaly. For NAO periods being longer than the advective timescale \( (R < 1) \) the advected temperature anomalies created in the first half of the pathway reach the second half during a time when the locally created anomalies are of opposite sign. Thus the two mechanisms work against each other and lead to some cancellation. The degree of cancellation depends, however, on the length of the NAO period and on the strength of the local formation at different parts of the pathway.

This result is much in agreement with the simple one-dimensional atmosphere–ocean model presented by Saravanan and McWilliams (1997). They found that a spatially coherent and temporally stochastic atmospheric forcing (sinusoidal along the spatial domain) can lead to enhanced response of the ocean at a certain frequency. The parameter in control of the response strength is the ratio of the advective and damping timescales. For weak damping the peak response occurs when the forcing frequency equals the advection speed in the ocean divided by the prescribed lengthscale of the forcing \( v/L \). This is the case when \( R = 1 \).

The propagation speeds of 0.8–5.6 cm s\(^{-1}\) found in the experiments cover the observed speed of 1.7 cm s\(^{-1}\) (Sutton and Allen 1997). Interestingly the speeds in the model depend on the period with which the idealized forcing was applied. The observed and modeled propagation speeds agree in the model run with the forcing period for which the model’s temperature variations are largest, suggesting that the preference for the decadal timescale anomalies might be responsible for the observed propagation speed.

When forced with more realistic variations of wind and wind stress we obtain results that suggest only limited predictability of temperature anomalies downstream in the NAC. For the model run NAO-HURR, in which we modulated the NAO-related wind variations with the observed NAO index, we obtained nicely propagating temperature anomalies. However, downstream in the
NAC they do not agree with those found in observations. If we use the full wind and wind stress anomalies of the NCEP–NCAR reanalysis (i.e., include the non-NAO-related anomalies), we obtain closer agreement with observations for the whole pathway. Both observations and the experiment forced with the full NCEP anomalies exhibit predominantly out of phase relationships between the two halves of the pathway. Though, in our idealized experiments, we found out of phase relationships only for short forcing periods, the observations and the experiment NCEP exhibit them even over the interdecadal timescale.
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