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ABSTRACT

The causes and characteristics of interannual–decadal variability of the meridional overturning circulation (MOC) in the North Atlantic are investigated with a suite of basin-scale ocean models [the Family of Linked Atlantic Model Experiments (FLAME)] and global ocean–ice models (ORCA), varying in resolution from medium to eddy resolving (1⁄2°–1⁄12°), using various forcing configurations built on bulk formulations invoking atmospheric reanalysis products. Comparison of the model hindcasts indicates similar MOC variability characteristics on time scales up to a decade; both model architectures also simulate an upward trend in MOC strength between the early 1970s and mid-1990s. The causes of the MOC changes are examined by perturbation experiments aimed selectively at the response to individual forcing components. The solutions emphasize an inherently linear character of the midlatitude MOC variability by demonstrating that the anomalies of a (non–eddy resolving) hindcast simulation can be understood as a superposition of decadal and longer-term signals originating from thermohaline forcing variability, and a higher-frequency wind-driven variability. The thermohaline MOC signal is linked to the variability in subarctic deep-water formation, and rapidly progressing to the tropical Atlantic. However, throughout the subtropical and midlatitude North Atlantic, this signal is effectively masked by stronger MOC variability related to wind forcing and, especially north of 30°–35°N, by internally induced (eddy) fluctuations.

1. Introduction

There has been much attention in recent years on determining the state and possible changes in the meridional overturning circulation (MOC) of the North Atlantic Ocean. The MOC effectively comprises the northward flow of upper-layer warm tropical water by the Gulf Stream system and its southward return by the deep western boundary current (DWBC). Because of the marked temperature contrast between the upper and lower branches, the MOC formally represents the main agent for the northward transport of heat in the subtropical–midlatitude North Atlantic (Roemmich and Wunsch 1985; Talley 2003); MOC transport changes are hence implicated in observed multidecadal variations of large-scale sea surface temperature distribution (Latif et al. 2006) and climate indices (Knight et al. 2005).

Interest in the Atlantic MOC has been stimulated by the prospect of its gradual weakening during the twenty-first century, as suggested by the climate model scenarios compiled for the third and fourth Intergovernmental Panel on Climate Change (IPCC) assessment reports (Houghton et al. 2001; Meehl et al. 2007), and as a consequence of reduced deep-water formation due to anthropogenic warming trends in the subarctic Atlantic (Gregory et al. 2005). Detecting such a gradual anthropogenic trend in the MOC transport poses a formidable challenge for the design of observing systems.
Of particular concern is that a low-frequency MOC “signal” related to subarctic water mass transformation may be blurred by a broad spectrum of “noise,” such as higher-frequency fluctuations related to local wind forcing or internal ocean dynamics (e.g., Baehr et al. 2004). The objective of this study is to contribute to unraveling the characteristics and dynamical causes of midlatitude MOC variability on interannual–decadal time scales by using a sequence of experiments with regional and global ocean models.

Present understanding of MOC variability on various time scales derives from a variety of observational and modeling studies. The role of local wind forcing on short time scales compared to the baroclinic adjustment time involving cross-basin Rossby wave propagation, that is, especially in the (intra-) seasonal range, was first noted by Bryan (1982), followed up by Böning and Herrmann (1994) and Jayne and Marotzke (2001); its main elements are changes in meridional Ekman transport at the surface, compensated by a weakly depth-dependent return flow below, which tends to become concentrated near the western boundary. Further affected by strong mesoscale eddy signals, such high-frequency fluctuations are found to dominate transport records, for example, in DWBC measurements off Newfoundland (Schott et al. 2006) and the Bahamas (Lee et al. 1990), or in the MOC time series inferred from the transoceanic Rapid Climate Change (RAPID) array along 25°N (Cunningham et al. 2007).

Observational derivations of meridional transport variability on interannual and longer time scales are scarce and partly inconclusive as yet. While Bryden et al. (2005) noted a 30% decline in their MOC estimates based on transoceanic section repeats along 26.5°N, inverse calculations for a repeatedly occupied section along 48°N gave no evidence for significant MOC changes of more than ±3 Sv (1 Sv = 10^6 m^3 s^-1) during the 1990s (Lumpkin et al. 2008); a similar conclusion was drawn by Schott et al. (2006) in comparing DWBC transports at that latitude between measurement periods during 1999–2005 and 1993–95. This appears consistent with the magnitude [O(10%–20%) of the mean] of the MOC variability that has been a typical result of ocean model integrations using atmospheric forcing based on atmospheric reanalysis data (Häkkinen 1999; Eden and Willebrand 2001; Gulev et al. 2003; Beismann and Barnier 2004; Bentsen et al. 2004; Bailey et al. 2005; Böning et al. 2006).

As suggested by these model hindcasts a main factor determining the MOC variability on decadal time scales is the intensity of deep wintertime convection in the Labrador Sea. Variations in the hydrographic properties in the subpolar North Atlantic as a consequence of changes in the convective intensity are well established (Curry et al. 1998; Visbeck et al. 2003), and appear linked predominantly to the large-scale atmospheric conditions, especially the heat fluxes associated with the North Atlantic Oscillation (NAO). However, whereas a variety of tracer data has illuminated the spreading of the Labrador seawater (LSW) variability signatures along the DWBC to 26°N (Molinari et al. 1998) and into the interior subtropical ocean (Curry et al. 1998), inferences of the dynamical effect of this variability on the MOC are presently based on model studies only. Mechanisms that may bear on the response of the basin-scale MOC include a fast exit pathway for a significant fraction of newly formed LSW (Brandt et al. 2007); associated with that, a dynamical reaction of the deep boundary current in the Labrador Sea within a year (Böning et al. 2006) and after about 2 yr at the exit of the subpolar basin off the Grand Banks of Newfoundland (Eden and Greathatch 2003); and a rapid equatorward communication of the MOC signal established there via fast boundary wave processes (Johnson and Marshall 2002; Getzlaff et al. 2005).

Whereas there is presently no way of assessing model simulations against directly observed MOC records, some indirect inference can be drawn concerning multidecadal MOC trends: a typical feature of all model hindcasting studies driven by atmospheric reanalyses fields is an increasing trend of the MOC by about 2–4 Sv from lowest values in the late 1960s or early 1970s to a maximum in the mid-1990s, corresponding to the increasing trend in the NAO index over this period. This feature of the model simulations was found consistent with the upward trend in the basin-scale MOC strength inferred from observed interhemispheric SST anomaly patterns (Latif et al. 2006).

The response of the MOC to changes in subarctic deep-water formation may be affected by processes that are difficult to capture in model simulations and represented with limited and varying realism in different model configurations. An aspect of particular concern is the representation of the (sub-) mesoscale flow features that govern, for example, the exchanges between the deep-water formation sites and the boundary currents (Houghton and Visbeck 2002; Eden and Böning 2002; Brandt et al. 2004; Chanut et al. 2008) and the equatorward transmission of variability signals along the western boundary (Getzlaff et al. 2005). Another aspect is the representation of the outflows of dense waters from the Nordic seas. In the present climate, the outflows provide the densest source waters to the deep southward branch of the MOC. Model studies have pointed to the role of this dense water source as a stabilizing factor for the MOC in its response to LSW...
formation changes (Döscher and Redler 1997), including its response to a possible collapse of deep convection in global warming scenarios (Wood et al. 1999), and to the leading role of changes in overflow conditions for the MOC evolution on longer time scales (Schweckendiek and Willebrand 2005): this suggests the potential importance of a correct representation of the effect of the processes governing the density evolution of the outflows, such as the small-scale entrainment processes in the bottom boundary layer of the downslope flow (Girton and Sanford 2003).

The objectives of this study are to contribute to an understanding of the various causes determining the MOC variability in midlatitude and subtropical North Atlantic, with a focus toward identifying the signatures of changes in subarctic deep-water formation. To assess the impact of model compromises in the simulation of (sub-) mesoscale processes, we adopt a set of both basin-scale and global models: because of the range of resolutions (from $1/6^\circ$ to $1/5^\circ$) and, accordingly, parameterizations for subgrid-scale mixing, the model solutions show some strong differences in the mean MOC, providing us with an important means to test the forcing mechanisms, in particular the robustness of the MOC response to forcing variations. The model simulations include hindcast runs driven by atmospheric conditions over the last five decades, complemented by a set of numerical experiments targeted at the response to artificial perturbations in the surface boundary conditions to elucidate the role of the various forcing mechanisms, in particular the relative role of wind-driven and internally generated variability versus effects of thermohaline forcing in the subarctic Atlantic.

The paper is organized as follows: section 2 describes the used model setups; general aspects and the correlation of MOC and heat transport are discussed in section 3. Section (4) examines the low-frequency characteristics with respect to its robust behavior across model resolutions and systems; then the forcing is split into its individual wind and thermohaline causes (section 5). Section 6 closes the paper with discussion and summary.

2. Model configurations

The study utilizes two sets of different z-coordinate models: regional implementations of the Modular Ocean Model (MOM2; Pacanowski 1996) for the Atlantic Ocean and global configurations (ORCA) of the Nucleus for European Modeling of the Ocean (NEMO; Madec 2006) coupled to the Louvain-la-Neuve Ice Model version 2 (LIM2) sea ice model (Fichefet and Morales Maqueda 1999). The ORCA version used here is part of a model hierarchy developed as part of the European model collaboration Drakkar (Drakkar Group 2007).

a. Atlantic models

The first set of experiments are part of the Family of Linked Atlantic Model Experiments (FLAME; Bönig et al. 2003; Beismann and Redler 2003), a hierarchy of Atlantic Ocean models. All members share the same model code, a refined version of MOM2, and use the same 45 levels in the vertical with level thicknesses ranging from 10 m at the surface to a constant 250 m below 2250-m depth, but differ in horizontal resolution and subgrid-scale mixing parameterizations: (1) a “medium resolution” Atlantic configuration (70°N–70°S) with an isotropic resolution of $1/6^\circ \times 1/6^\circ \cos \phi$ (φ latitude), and (2) a North Atlantic configuration (70°N–18°S) with $1/12^\circ \times 1/12^\circ \cos \phi$ as a “high resolution” equivalent. The medium resolution appears to be an ideal compromise between the need to resolve the boundary currents, especially in the deep-water formation area of the subpolar North Atlantic, and the need to perform an extensive set of sensitivity experiments.

Both models share the same northern boundary at 70°N, but with different implementations. The coarse configuration follows the setup developed in the Dynamics of North Atlantic Models (DYNAFOMO) project (Willebrand et al. 2001), where the effect of water mass conversion in the Nordic seas north of the closed boundary is mimicked by a damping of temperature and salinity to climatological conditions. The high-resolution version builds on the model of Eden and Bönig (2002), but has an open northern boundary where temperature and salinity ($T$-$S$) values for inflow points are taken from the same climatology as above, while the barotropic flow is given by the results of an Arctic Ocean model (Brauch and Gerdes 2005). At 18°S similar $T$-$S$ conditions have been applied, the barotropic flow is calculated from the wind field using the Sverdrup relation with a transition toward the western boundary.

The coarse-resolution model spans the Atlantic to 70°S, with open boundaries in the Drake Passage and south of Africa (30°E), where streamfunction data for the external mode are prescribed from the Semtner and Chervin (1992) model (Drake Passage) and from the Agulhas model of Biastoch and Krauss (1999). The Strait of Gibraltar is closed in the coarse-resolution model, the effect of the outflow incorporated by a damping toward climatological conditions in the Gulf of Cadiz; whereas in the high-resolution model the western Mediterranean (up to 16°E, with a damping
toward climatology near the boundary) and, thus the exchange through the straits is included explicitly.

Subgrid-scale mixing of tracers is parameterized by isopycnal diffusion; the effect of unresolved eddies on tracer advection in the coarse version additionally uses the parameterization of Gent and McWilliams (1990) ($\kappa = 200$ m$^2$ s$^{-1}$). Viscosity is parameterized by a bi-harmonic (harmonic) operator for the $\frac{1}{12}^\circ$ ($\frac{1}{3}^\circ$) model. For a better representation of the density evolution in the Nordic seas outflows, the bottom boundary layer parameterization (BBL) of Beckmann and Döscher (1997) is used in both model versions. Surface boundary layer dynamics, that is, the effect of wind fluctuations on the mixed layer depth, are simulated by a simple Kraus and Turner (1967) scheme.

The models were started from rest, initialized by a mean Levitus $T$–$S$ field. The medium-resolution version ($\frac{1}{3}^\circ$) was spun up for 25 yr; after that a 100-yr (1900–2001) run was performed where the monthly wind stress and heat flux forcing during the first 58 yr followed the formulation of Barnier et al. (1995), based on monthly-mean European Centre for Medium-Range Weather Forecasts (ECMWF) products from 1986 to 1988 (experiment F_CLIM; see Table 1). To avoid artificial shifts to a different mean state monthly anomalies from the National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) reanalysis dataset (Kalnay et al. 1996) have been calculated for the years 1958–2001 relative to the ECMWF climatology, and used to vary the surface forcing interannually (F_REF); here, the formulation of the heat flux was chosen to follow that developed by Eden and Willebrand (2001). In all model cases, sea surface salinity (SSS) is restored to the monthly Levitus climatology using a time scale of 30 days; no explicit freshwater fluxes are applied.

To elucidate the relative effects of the variability in wind and heat flux forcing, F_REF is complemented by a perturbation experiment (F_HEAT) in which the interannually varying forcing for 1958–2001 was artificially restricted to the heat flux, whereas the monthly-mean ECMWF climatology of F_CLIM was used for the wind stress forcing.

The high-resolution ($\frac{1}{12}^\circ$) model was spun up for 10 yr using the same climatological forcing. After that the period 1987–2004 was simulated (F_HIGH-RES) by adding NCEP anomalies.

**b. Global model**

To test the robustness of the findings based on FLAME a companion set of experiments has been performed with a global ocean [Océan Parallélisé (OPA)] sea ice (LIM) model (Madec 2006). The quasi-isotropic tripolar grid (Madec and Imbard 1996) that avoids the North Pole singularity has a nominal resolution of $\frac{1}{2}^\circ$ at the equator; the configuration is referred to as ORCA05. With a gridcell size between 30 and 50 km at midlatitudes, the resolution is slightly coarser than the $\frac{1}{6}^\circ$ FLAME model. As in FLAME a Gent and McWilliams (GM) scheme (Gent and McWilliams 1990) is adopted ($\kappa = 1000$ m$^2$ s$^{-1}$) to parameterize the effect of subgrid-scale eddy processes. Since it effectively acts to flatten isopycnals, thus mimicking baroclinic instability and reducing the mean potential energy, the parameterization implies a suppression of mesoscale eddy activity in the models. In the vertical 46 levels (with 10 levels in the upper 100 m and 250-m resolution at depth) are used, whereby the bottom cells are allowed to be partially filled. The better representation of topographic slopes in combination with a refined, energy- and enstrophy-conserving advection scheme (an adaptation of Arakawa and Lamb 1981) were found to led to marked improvements in various circulation features (Barnier et al. 2006; Le Sommer et al. 2008).

The surface boundary conditions used for the present ORCA simulations are based on the atmospheric datasets and formulations developed by Large and Yeager (2004) for global ocean–ice models; these have been suggested as a basic choice for the design of “coordinated ocean–ice reference experiments (COREs)” (Griffies et al. 2008). The daily forcing datasets are based on a combination of NCEP–NCAR reanalysis products for the years 1958–2004 with various satellite datasets and involve adjustments that correct global imbalances (e.g., produce near-zero global mean heat and freshwater fluxes when used in combination with observed SSTs). Turbulent fluxes are computed from bulk formulas as a function of the prescribed atmospheric

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Period</th>
<th>Wind forcing</th>
<th>Heat forcing</th>
</tr>
</thead>
<tbody>
<tr>
<td>F.CLIM</td>
<td>$\frac{1}{3}^\circ$</td>
<td>1900–57 ECMWF climatology</td>
<td>ECMWF climatology</td>
</tr>
<tr>
<td>F.REF</td>
<td>$\frac{1}{3}^\circ$</td>
<td>1958–2001 ECMWF climatology + NCEP anomalies</td>
<td>ECMWF climatology + NCEP anomalies</td>
</tr>
<tr>
<td>F.HEAT</td>
<td>$\frac{1}{3}^\circ$</td>
<td>1958–2001 ECMWF climatology</td>
<td>ECMWF climatology + NCEP anomalies</td>
</tr>
<tr>
<td>F.HIGH-RES</td>
<td>$\frac{1}{12}^\circ$</td>
<td>1987–2004 ECMWF climatology + NCEP anomalies</td>
<td>ECMWF climatology + NCEP anomalies</td>
</tr>
</tbody>
</table>
state and the simulated ocean surface state (SST and surface currents).

The model configurations differ also with respect to the haline forcing: in all FLAME cases SSS is rather strongly damped (30-day time scale) toward the monthly climatological values of Levitus and Boyer (1994), and effects of freshwater flux anomalies are not considered.1 In contrast, the surface boundary condition in ORCA is formulated in terms of freshwater fluxes, using the CORE datasets for the time-varying atmospheric variables and river runoff. However, since even small errors in the freshwater budget are prone to lead to unacceptable drifts in (uncoupled) global model integrations (see, e.g., the discussion in Griffies et al. 2008) we follow the common practice of damping SSS toward monthly-mean climatological values, adopting, however, a configuration with a much weaker (time scale of 180 days) relaxation of SSS than in previous studies. Test integrations showed that an artificial drift in the MOC could be minimized by preventing spurious salinity drifts in the polar water masses. This could be by either imposing a “strong” (time scales of 30 days) relaxation of SSS or by a “weak” relaxation (180 days) of temperature and salinity in the water column of the polar oceans. For the sake of retaining a less perturbed seasonal surface freshwater and sea ice cycle than in the approach with stronger surface restoring, we here chose the second option,2 that is, we adopted a “robust diagnostic” configuration for the Arctic (north of 70°N) and the Southern Ocean (south of 50°S, for the same reasons). By choosing this approach it is clear that our main focus is on the effects outside the polar latitudes, that is, the subpolar North Atlantic that is not affected by the restoring. We note, however, that the damping of Arctic anomalies implies that in the present global model setup, the water mass properties of the outflows from the Nordic seas (i.e., the northern “boundary” of the domain of interest to the present study) are, as in FLAME, kept close to the climatological mean conditions: in other words, possible MOC changes due to trends in the outflows are not part of the present study (for the discussion of the magnitude of that effect we refer to Latif et al. 2006).

The subgrid-scale mixing parameterizations used in the ORCA experiments include a representation of mixed layer dynamics by a turbulent kinetic energy (TKE) model, tracer advection is discretized by a monotonic upstream-centered scheme for conservation laws (MUSCL; Hourdin and Armengaud 1999).

Similar to FLAME the ORCA model is spun up from climatological initial conditions for 20 yr.3 After that a reference case (O_REF), and sensitivity experiments with interannual variability in specific forcing components only (O_WIND, O_HEAT, O_HEAT + SALT), have been performed. To account for spurious model drift unrelated to the external forcing in the assessment of the MOC variability in these experiments, the climatological spinup has been extended to year 66 (O_CLIM), resulting in a trend of about −0.5 Sv decade⁻¹ for the midlatitudinal MOC; for the analysis of the forced MOC variability this trend has been subtracted in the analysis of the MOC time series of all model cases. A list of experiments is shown in Table 2.

<table>
<thead>
<tr>
<th>Period</th>
<th>Wind forcing</th>
<th>Heat forcing</th>
<th>Freshwater forcing</th>
</tr>
</thead>
<tbody>
<tr>
<td>O_CLIM</td>
<td>0–66</td>
<td>CORE climatology</td>
<td>CORE climatology</td>
</tr>
<tr>
<td>O_REF</td>
<td>1958–2000</td>
<td>CORE interannual</td>
<td>CORE interannual</td>
</tr>
<tr>
<td>O_WIND</td>
<td>1958–2000</td>
<td>CORE interannual</td>
<td>CORE interannual</td>
</tr>
<tr>
<td>O_HEAT + SALT</td>
<td>1958–2000</td>
<td>CORE climatology</td>
<td>CORE interannual</td>
</tr>
<tr>
<td>O_HEAT</td>
<td>1958–2000</td>
<td>CORE climatology</td>
<td>CORE interannual</td>
</tr>
</tbody>
</table>

1 Eden and Willebrand (2001) have examined the effect of adding freshwater flux anomalies derived from reanalysis products but found them of negligible importance in a coarse-resolution FLAME configuration.

2 An additional experiment, using the first option with a strong SSS restoring has eluded a weaker variability of the MOC, especially in the subpolar North Atlantic.

3 To assess the effect of the initialization shock after the spinup period we have performed two ensemble integrations: experiments that repeated the same forcing but each initialized by its predecessor. Analyzes of the variability shows that the main features of the MOC variability are very similar, demonstrating the overriding importance of the external forcing.

3. General aspects of MOC and heat transport

The time-mean, zonally integrated volume transports of the reference experiments are depicted in Figs. 1a–c. The FLAME cases show similar MOC characteristics for both model resolutions (Figs. 1a, b), but with a lack of Antarctic Bottom Water in F_HIGH-RES. The major feature, which we will refer to in the reminder as the
Atlantic MOC, is the deep North Atlantic Deep Water (NADW) cell, comprising northward flow above 1000 m and a sinking north of about 40°–45°N. Both FLAME cases exhibit maximum streamfunction values (referred to as the MOC maximum) here of about 18 Sv, in agreement with observational accounts (18.9 ± 4 Sv; Talley 2003) and inverse studies (17 ± 4 Sv; Ganachaud and Wunsch 2000). The model cases differ in the vertical extent of the cell, that is, in the depth of southward NADW transport, and the concomitant extent of the underlying cell related to the near-bottom transport of Antarctic Bottom Water (AABW) in the (sub-) tropics. Possible causes for the deepening are the representation of the dense overflow across the Greenland–Scotland Ridge (GSR) (e.g., Willebrand et al. 2001) but also resolution-dependent effects of the open southern boundary (e.g., Treguier et al. 2001) and the representation of Mediterranean outflow.

Compared to the FLAME experiments the ORCA run features a significantly shallower and weaker NADW cell: its maximum is only 12 Sv, and with a depth extension to only 2000–2500 m it allows a much thicker AABW cell. Several factors appear instrumental: apart from some (rather slight) differences in the overflow properties due to the different northern damping configurations, a prime factor may be the BBL scheme, which, in the present ORCA configuration, appears much less effective compared to FLAME in limiting the spurious dilution of the dense outflow water during its downslope flow south of the sills. Whereby the first factor seems to be of minor importance here (both FLAME cases and ORCA do feature bottom densities of 27.9–28.0 in the Denmark Strait), the lack of an inefficient BBL in ORCA may contribute to a loss of dense overflow components. In addition to these factors the FLAME cases have specified inflow conditions at their open southern boundaries, and are therefore more constrained to observations than ORCA.

Figure 1d shows the overturning in potential density coordinates (for a proper distinction between NADW and AABW has been chosen) for ORCA (note the split of the y axis for distinction into lighter and denser water masses). Contour interval is 2 Sv (light gray = negative values and dark gray = topography). The calculation of the overturning includes the eddy-induced velocity components (for F_REF and O_REF).
Atlantic, but similarity in the strength of the NADW cell strength south of about 40°N. The analysis of the meridional transport variability in midlatitudes in the remaining sections will therefore be based on MOC in-depth coordinates.

It has been noted before that there is a close link between the strength of the NADW cell and the northward heat transport in the subtropical North Atlantic (e.g., Böning and Semtner 2001). The present FLAME and ORCA transports fit well into the previous range of model solutions, confirming the linear relation between these quantities (Fig. 2); note that this close relation even holds for O_REF, irrespective of its substantially lower MOC transport. Furthermore, it is interesting to assess the latitudinal range for which this relation holds: Fig. 3 shows the temporal correlation between the MOC and heat transports in the two reference experiments, both for monthly-mean time series (emphasizing the intraseasonal variability) and for their annually averaged portions. The integral transport quantities are well correlated for both spectral ranges across the subtropical–midlatitude North Atlantic. North of about 40°N this correlation, and thus the usefulness of the MOC in z coordinates, breaks down because of the much higher importance for the northward heat transport of temperature contrasts in the zonal direction, that is, between the cold Labrador Current and the warm North Atlantic Current. Interestingly, there is still some correlation in subpolar latitudes in FLAME (although significant only on monthly scales), reflecting the impact of the deeper southward flow in this model; this is in contrast to ORCA where the signature of the dense overflows is effectively eroded away in the downslope flow regime.

In the following analysis of low-frequency transport variability we will focus on the latitudinal range of about 20° to 40°N where the concept of the MOC in-depth coordinates obviously does provide a useful means of assessing the large-scale meridional transport behaviors. A question of particular interest is whether the model–model differences, which reflect the range typically found in present ocean and climate models, and thus, of deficiencies in the representation of mean MOC features, have an impact on the low-frequency characteristics.

4. Low-frequency variability characteristics

The following analysis of the MOC variability is based on monthly time series of MOC strength; our focus is on time scales longer than the annual cycle. For a first illustration of the temporal variability characteristics, time series of MOC strength are provided for the FLAME reference cases in the subtropical North Atlantic; we specifically focus on a
latitude circle (26.5°N) close to the transoceanic section repeats analyzed by Bryden et al. (2005; Fig. 4). The MOC transport time series are dominated by high-frequency month-to-month and year-to-year variability, which appears much more vigorous than decadal signals or trends; because of these strong fluctuations, there appears no glaring inconsistency with the individual observational estimates (except, possibly, the 1957 value). Some first inferences about the nature of the variability can be drawn by comparing the different model cases. Interestingly, the stronger eddy intensity of the 1/2° case (with a mean EKE along 26.5°N of the same magnitude as observed by Le Traon and Ogor (1998), and two orders of magnitude larger than in the 1/3° case) has little effect on the standard deviation of the monthly values: in F_HIGH-RES (2.7 Sv) it is almost identical to F_REF (2.6 Sv). The variability in both cases is higher than in their climatological counterparts driven by a repeated annual cycle, that is, F_CLIM (1.8 Sv) and the climatological spinup of F_HIGH-RES (2.1 Sv; not shown), suggesting a contribution of less than a Sverdrup by the interannual forcing variability. While an exact separation between externally forced and internally induced contributions to the high-frequency part of the variability is not possible, an indication of the significance of the latter can also be seen in an almost lack of correlation between the monthly time series in F_REF and F_HIGH-RES (r = 0.40, with 0.30 being significant at the 95% significance level after calculating the effective degrees of freedom following Emery and Thomson 1998): the stochastic nature of the high-frequency part of the spectrum in these eddying solutions obviously masks possible, deterministic variability signals at longer periods. A more congruent model behavior emerges in the low-pass filtered time series: the model solutions are more similar here, with relative maxima in the late 1980s, mid-1990s, and late 1990s, although the 1/2° record is somewhat short to formally assess the correlation (r = 0.74, with 0.78 being significant).

We will focus now on the low-frequency part of the MOC variability, first by inspecting the low-pass filtered time series of the 1/3° FLAME and the 1/2° ORCA reference experiments; time series are presented now for 36°N since this is closer to the total strength of the NADW cell and signals do appear clearer (Fig. 5). In marked contrast to their difference in the mean transports, both models exhibit similar variability characteristics: a year-to-year variability of, typically, O(2 Sv), but up to twice that value in individual years, and extrema occurring at the same times. Both models show an interdecadal modulation of the interannual signal: in the 10-yr filtered time series we note a general increase toward higher MOC values in the 1990s. The variability in the interannual–decadal range of both models is in
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**Fig. 4.** Variability of the MOC strength at 26.5°N for experiments F_REF (black) and F_HIGH-RES (red). Shown are monthly values (thin lines) and the interannual variability, obtained by smoothing the time series by a 23-month Hanning filter. The shading spans the range of one std dev of the monthly values to both sides of the low-pass-filtered curve. Marked by blue stars (shadings) are the observational estimates (error bars) of Bryden et al. (2005).
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**Fig. 5.** Time series of MOC strength at 36°N in FLAME (black) and ORCA (gray or dashed) reference experiments (to avoid the spurious model trend in ORCA expt O_CLIM has been subtracted): (a) 2-yr (thin) and 10-yr (thick) low-pass filtered, (b) 2–10-yr bandpass filtered.
striking correspondence (Fig. 5b) if the time series is bandpass filtered for the 2–10 yr range: as noticed in a previous model–model comparison by Beismann et al. (2002), the MOC variabilities appear similar in the two solutions. The robustness across models differing in domain size and various choices of numerics and parameterizations obviously points to the importance of the atmospheric forcing as the governing factor for the MOC variability in this spectral range; more specifically, since both configurations differ in the simulation of exchanges with the Arctic Ocean and South Atlantic, and also in the specification of surface freshwater forcing, the key factors governing the MOC can only be the heat flux forcing and the wind stress, which in both models are built on the NCEP reanalysis; effects due to the modifications in the CORE forcing or due to the different formulations of the heat flux appear of secondary importance.

5. Causes of MOC variability

What is the role of different forcing components in the generation of midlatitude MOC variability? We start to address this question by examining the ORCA sensitivity experiments in which the atmospheric forcing applied to the reference case (O_REF) was perturbed by artificially restricting its interannual variability to either only the wind stress (WIND), the heat flux (O_HEAT), and the heat and freshwater fluxes (O_HEAT/SALT).4 Figure 6a compares the MOC transport variability in O_REF (black curve) and WIND (gray). It is evident that the variability in the wind-driven circulation, that is, the effect of the wind stress alone, accounts for a large fraction of the low-frequency signal. The effect of the wind stress is not confined to interannual time scales but is also responsible for longer-term changes. Figure 6b introduces the opposite case: climatological wind stress, but interannual thermohaline forcing for the heat and freshwater fluxes (O_HEAT/SALT). Figure 6a compares the MOC transport variability in O_REF (black curve) and WIND (gray). It is evident that the variability in the wind-driven circulation, that is, the effect of the wind stress alone, accounts for a large fraction of the low-frequency signal. The effect of the wind stress is not confined to interannual time scales but is also responsible for longer-term changes. Figure 6b introduces the opposite case: climatological wind stress, but interannual thermohaline forcing for the heat and freshwater fluxes (O_HEAT/SALT). Figure 6a compares the MOC transport variability in O_REF (black curve) and WIND (gray). It is evident that the variability in the wind-driven circulation, that is, the effect of the wind stress alone, accounts for a large fraction of the low-frequency signal. The effect of the wind stress is not confined to interannual time scales but is also responsible for longer-term changes. Figure 6b introduces the opposite case: climatological wind stress, but interannual thermohaline forcing for the heat and freshwater fluxes (O_HEAT/SALT). Figure 6a compares the MOC transport variability in O_REF (black curve) and WIND (gray). It is evident that the variability in the wind-driven circulation, that is, the effect of the wind stress alone, accounts for a large fraction of the low-frequency signal. The effect of the wind stress is not confined to interannual time scales but is also responsible for longer-term changes. Figure 6b introduces the opposite case: climatological wind stress, but interannual thermohaline forcing for the heat and freshwater components (O_HEAT/SALT, black curve). In this case the MOC exhibits a completely different characteristic: the variability is more confined to decadal and

4 Note the artificial nature of these forcing configurations: it implies that wind variability is accounted for differently in the surface momentum, heat, and freshwater fluxes.
longer time scales and weaker in amplitude, $O(1$ Sv), with an increasing trend of $O(2$–3 Sv) from about 1970 to the 1990s.

Given that a separation of the long-term mean MOC into a “wind driven” and a “thermohaline” part is not possible because of the inherently nonlinear nature of the ocean circulation, for example, because of the advection of heat and salt, an important question arising here is whether such a separation is possible in a meaningful way for the midlatitude MOC variability. More specifically, can the MOC anomalies, that is, the transport deviations from the long-term mean, of the reference experiment be regarded as the sum of the anomalies forced by the wind stress and thermohaline fluxes individually? This question is addressed in Fig. 6c: it is remarkable to find the MOC anomaly time series of the reference case almost exactly replicated by a linear superposition of the individually forced runs.

Whereas the causes of midlatitude MOC variability can thus, to lowest order (and for a noneddying solution), be rationalized in terms of wind-driven circulation changes superimposed on a buoyancy-forced signal, a further dissection of the latter becomes problematic. As discussed below, the bulk of that signal is related to the variability in the deep-water formation in the subpolar North Atlantic. It is well established from previous studies that this variability is mainly tied to changes in the local heat flux associated with the large-scale atmospheric conditions (e.g., Eden and Willebrand 2001); however, an identification of the relative impact of the freshwater flux is not straightforward, since it may involve nonlocal processes such as changes of freshwater export from the Arctic, which, in turn, are associated with wind-driven changes in the subarctic circulation (Gerdes et al. 2005). While a rigorous analysis of the individual role of that effect is beyond the scope of the present study an impact on the amplitude of the MOC variability is to be noted; in particular, the prominent upward trend in $O_{\text{HEAT}} + SALT$ becomes considerably weaker in $O_{\text{HEAT}}$, and more similar to the trend simulated in $F_{\text{HEAT}}$.

Previous model studies have shown a close link of the “thermohaline” part of the MOC variability with the buoyancy forcing over the western subpolar gyre, and thus, with the variability in the convection intensity in the Labrador Sea (Eden and Willebrand 2001; Getzlaff et al. 2005; Böning et al. 2006). The present model sequence allows to test this link by comparing the behavior of solutions varying in details of deep winter convection: whereas the FLAME models maximum depths are confined to the western part of the Labrador Sea, in good correspondence to observations (Lab Sea Group 1998), the non-eddy-permitting ORCA produces deep convection over a much broader area of the Labrador Sea. The important point relevant for this study is that the differences between the convection characteristics in the FLAME and ORCA reference cases can be taken as an expression of existing model deficits in general, and thus offer a valuable means for examining the robustness of model simulations concerning the MOC response to subarctic forcing variability.

As discussed in Brandt et al. (2007) and Haine et al. (2008), there are several possibilities for defining a quantitative measure of convection intensity. Since our interest here is not on the intricate details of LSW formation variability itself, but on elucidating its effect on the MOC, we have used the rather simple diagnostic described by Böning et al. (1996), which basically follows the classical account of LSW formation by Clarke and Gascard (1983): the formation rate is defined as the increase in volume during the winter convection phase between December and April, of the water in the density range of the model equivalent of LSW (27.84–27.89 in FLAME; 27.72–27.82 in ORCA); dividing this volume of “new” LSW by a year, gives the annual formation rate (Sv). The time series of LSW formation are depicted in Fig. 7a for FLAME and Fig. 8a for ORCA, showing broad similarities in basic characteristics: values vary between minima of nearly zero and maxima of 7–8 Sv, a period of very weak LSW formation around 1970 is followed by a series of major convection periods during the mid-1970s, mid-1990s, and the first half of the 1990s. The similarity in these gross features reflects the dominant role of the large-scale atmospheric forcing, specifically of the winter heat loss over the subpolar North Atlantic.

The repercussions of the subarctic variability for the MOC can be assessed in the model cases where effects of wind-driven variability are artificially excluded; that is, $F_{\text{HEAT}}$ (Fig. 7b) and $O_{\text{HEAT}} + SALT$ (Fig. 8b). In both models, the onset of intensified LSW production around 1972–73, 1982–83, and 1989 is followed by positive MOC anomalies at the southern edge of the subpolar gyre (near 45°N) with a delay of about 1–2 yr. Both models also show an increasing trend in the amplitude of the transport anomalies; however, since there is no strong difference between the amplitude of LSW formation rates in the 1970s and 1990s, this trend cannot simply be explained in terms of the LSW formation intensity, but rather appears related to the increasing frequency of intense convection years from the 1970s to the 1990s. While the amplitude of the MOC response in ORCA is about twice as high as in FLAME, both models show a fast southward communication of the MOC variability through the midlatitude North Atlantic; in
both cases the transport signal is attenuated by a factor of about 3 between subpolar (40°–45°N) and subtropical (26.5°N) latitudes (cf. Getzlaff et al. 2005, who have examined the propagation of that signal, but mainly for a 4/3°-resolution case in FLAME).

By superimposing the effect of wind-driven circulation variability (in F_REF and O_REF), the clear relation to the convection variability disappears (Figs. 7c and 8c). The prominent decadal signal governing the buoyancy-forced MOC anomalies is now masked by the stronger, higher-frequency signal. Accordingly, the meridional-coherent structure of the former is replaced by wind-driven anomalies with maximum amplitudes at varying latitudes, sometimes of a more local character.
sometimes spanning a larger latitudinal extent. It has been noted above that the total MOC variability (in $O_{\text{REF}}$) can to a high degree be explained by linearly superimposing the individual, buoyancy- and wind-forced solutions (the demonstration shown before for $36^\circ N$ holds throughout the midlatitudes). To assess the wind-driven signatures in isolation, a "virtual" FLAME "WIND" case was thus calculated by taking the difference of $F_{\text{REF}}$ minus $F_{\text{HEAT}}$; the MOC of that case (Fig. 7d) can directly be compared with ORCA WIND (Fig. 8d); while there is a similarity in the gross patterns of the anomalies, there are differences in detail (correlations are 0.5–0.7 in the midlatitudes) despite the (nearly) identical wind forcing.

There is a marked difference in the meridional-coherence scales of MOC anomalies related to thermo-
haline and wind forcing, as revealed (Fig. 9) by the
difference pattern between the annual mean transports
of years with high MOC transport (1976) and a low
transport (1972). The buoyancy-forced MOC changes
(Figs. 9a,b) exhibit a similar, basin-scale pattern in the
two models, reflecting the spinning up of the NADW
cell in response to changes in LSW formation, associa-
ted with the rapid equatorward communication of the
subpolar signal. The wind-driven variability is of a
rather different structure, characterized by meridional
more confined patterns with more complex, deep-
reaching features, with notable deviations between the
different models.

A summary view of the relative importance of MOC
variations induced by buoyancy forcing, wind forcing,
and internal processes (i.e., eddy variability) is pro-
vided in Fig. 10, by depicting the standard deviation of
the MOC in the different FLAME and ORCA cases as
a function of latitude. We first note that MOC anom-
lies caused by thermohaline forcing variability, that is,
the signal related to deep-water formation variability in
the subpolar North Atlantic, provides only a small con-
tribution to the total MOC variability, especially in the
subtropical–tropical Atlantic (Fig. 10a). The net MOC
variability is primarily governed by wind stress–induced
and internally induced anomalies, with the wind-driven
signal dominating in the subtropics, and eddy effects
dominating north of about 30° N, with a peak in the
latitude range of the Gulf Stream around 36°–38° N.
The wind stress and buoyancy-forced signals are delin-
eated in Fig. 10b by contrasting the FLAME and
ORCA solutions. First to note here is the similarity in
the latitudinal distributions: the amplitude of the buoy-
ancy-forced signal is strongest at the southern exit of
the subpolar basin at about 45° N and gradually fades
toward the equator. Whereas the wind-driven MOC
variance is rather similar in the ORCA and FLAME
solutions, the heat flux related signal in the ORCA
solution is significantly higher in the subtropical North
Atlantic than in FLAME, possibly related to the fact

Fig. 9. Spatial structure of thermohaline vs wind-driven MOC changes, illustrated by the 1976–72 streamfunction differences (Sv)
for (a) F_HEAT, (b) O_HEAT + SALT, (c) “F_WIND,” and (d) O_WIND.
that the latter thermal forcing involves a damping toward climatological SST values; the presence of interannually varying freshwater forcing in ORCA further increases the variability. In summary, the latter solution (i.e., O_HEAT/H11001_SALT) is taken as a “best guess” for the amplitude of a MOC signal of thermohaline, subarctic origin in the present sequence of experiments since it includes a complete freshwater forcing and has less stringent surface damping, that signal is superimposed in the subtropical North Atlantic (26.5°N) by a wind-driven year-to-year variability with a more than 2 times higher standard deviation.

6. Summary and discussion

A suite of numerical experiments based on two different model configurations has been used to examine the causes governing interannual–decadal MOC variability in the North Atlantic. In spite of substantial differences in the strength and pattern of the mean MOC in ORCA and FLAME, the MOC variability exhibited similar characteristics. First to note is the close correspondence between MOC and heat transport variability for the subtropical–midlatitude North Atlantic: on both intraseasonal and interannual time scales the correlation exceeds 0.9 between 10° and 40°N, while it fades in the subpolar regime, north of 40°–45°N and to a lesser degree in the tropical Atlantic. The behavior reflects the unique spatial structure of large-scale meridional transport in the subtropical North Atlantic where the zonal temperature gradients are relatively weak and southward transport of cold water occurs well below the northward transport of warm, rendering the MOC (in depth coordinates) a useful diagnostic in this regime.

A second important feature of the reference solutions is the striking similarity of the MOC variability in FLAME and ORCA for interannual–decadal time scales (2–10 yr). A robustness across different model systems, if forced by similar atmospheric conditions, was already noted by Beismann et al. (2002). A similarity in variability characteristics was also found by Beismann and Barnier (2004) in a series of eddy-permitting models differing in mean overflow and mean MOC strengths. The robustness in model solutions clearly suggests a predominantly linear nature of the MOC’s response to atmospheric forcing variability on these time scales.

Our analysis of the role of buoyancy (primarily, heat flux) and wind stress–related forcing mechanisms was based on sequences of model experiments with artificial perturbations in the surface fluxes, that is, by considering the individual effects of either wind stress (O_WIND), heat flux (O_HEAT), or heat and freshwater flux (O_HEAT + SALT) in isolation. A remarkable result of the (ORCA) solutions is that the sum of the MOC anomalies of the O_WIND and O_HEAT/H11001_SALT cases very closely reproduces the anomalies of the reference simulation. It is not clear to what extent this linear behavior would carry over to a high-resolution eddying case; we note, however, that the net contribution of internally induced fluctuations in the subtropical North Atlantic appears smaller than wind-driven changes. For the analysis of weakly or noneddy-ing cases such as the FLAME (1⁄3°) and ORCA (1⁄2°) models examined here, it implies that the MOC variability of the reference, hindcasting simulations can meaningfully be separated into contributions of thermohaline and wind-forced origin.

Aspects of the thermohaline MOC signal in isolation were studied already in Getzlaff et al. (2005) and Böning et al. (2006), characterized by a decadal-scale variability of O(1–2 Sv) at about 40°N, rapidly spreading to the tropical Atlantic while decreasing in strength; the amplitude at 26.5°N is only about 1 Sv. The present analysis confirms the link of this signal to the variability of deep-water formation in the Labrador Sea in both
FLAME and ORCA, despite the model–model differences in the simulation of convection patterns. Previous model studies have shown that the intensity of deep winter convection and the formation rate of LSW are governed by the local heat fluxes, and thus the atmospheric conditions as described by the NAO (Häkkinen 1999; Eden and Willebrand 2001); accordingly, the main variability features in the two models are basically similar, with positive MOC anomalies following about 2–3 yr after the onset of intensified LSW production phases, and a general intensification from the 1970s to maximum values attained in the mid-1990s.

The interdecadal MOC trend has to be regarded with some caution, however, since both models lack in capturing possible low-frequency variations in the Nordic seas water mass transformations. While the ORCA cases, in principle, include an explicit simulation of exchanges with the Nordic seas, potential trends in the water masses are effectively damped in the present configuration, so that possible effects, for example, of changes in the overflow conditions, are excluded from the present considerations. The role of such changes has been examined in recent complementary model studies: Using a sequence of response experiments with atmospheric forcing tendencies from IPCC climate scenario runs, Schwckendiek and Willebrand (2005) demonstrated that long-term trends in the MOC could primarily be linked to changes in the Nordic water masses, whereas decadal MOC variability appeared to be mainly caused by atmospheric forcing over the North Atlantic proper. The magnitude of the MOC response to changes in the density of the overflow water was examined in a host of response experiments by Latif et al. (2006); the results suggested that the observed freshening (e.g., Dickson et al. 2002) of Denmark Straits overflow during the last decades might have caused a gradual weakening of the midlatitude MOC of about 1 Sv.

A conspicuous feature of both the ORCA and FLAME series is the dominance of high-frequency fluctuations in the midlatitude MOC due to local wind forcing and (in the high-resolution case) eddy variability, effectively masking the decadal-scale and longer-term changes associated with subarctic deep-water formation. In the high-resolution case the standard deviation of the monthly MOC time series (3 Sv) is significantly larger than the thermohaline, LSW-related changes in FLAME and ORCA (1.7 and 1.8 Sv). The intraseasonal variability signal is even more prominent in daily MOC time series, exhibiting a pronounced response, of $O(20 \text{ Sv})$, to the synoptic variability in the atmospheric forcing (cf. Böning et al. 2001); the magnitude of this variability is similar to the observational findings of Cunningham et al. (2007) from a year-long time series of the RAPID array. An interesting aspect of the model solutions in this regard is the rather close correspondence between the wind-driven MOC fluctuations in (non-eddy-resolving) FLAME and ORCA. This model robustness suggests that, given a sufficiently accurate knowledge of the wind stress, this deterministic part of an observed MOC time series might in principle be estimated. Another aspect of potential relevance for the detectability of decadal-scale thermohaline changes of $O(1 \text{ Sv})$ in noisy midlatitude MOC records is the much larger meridional coherence of this signal compared to the higher-frequency wind and eddy-related fluctuations, including its close link to changes in deepwater formation in the subpolar North Atlantic.
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