No significant steady state surface creep along the North Anatolian Fault offshore Istanbul: Results of 6 months of seafloor acoustic ranging
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Abstract The submarine Istanbul-Silivri fault segment, within 15 km of Istanbul, is the only portion of the North Anatolian Fault that has not ruptured in the last 250 years. We report first results of a seafloor acoustic ranging experiment to quantify current horizontal deformation along this segment and assess whether the segment is creeping aseismically or accumulating stress to be released in a future event. Ten transponders were installed to monitor length variations along 15 baselines. A joint least squares inversion for across-fault baseline changes, accounting for sound speed drift at each transponder, precludes fault displacement rates larger than a few millimeters per year during the 6 month observation period. Forward modeling shows that the data better fit a locked state or a very moderate surface creep—less than 6 mm/yr compared to a far-field slip rate of over 20 mm/yr—suggesting that the fault segment is currently accumulating stress.

1. Introduction

The North Anatolian Fault (NAF) is a major right-lateral strike-slip fault accommodating 20–27 mm/yr relative motion between the Anatolia and Eurasia Plates [e.g., Hergert and Heidbach, 2010]. Over the past century, the NAF has produced major damaging earthquakes along most of its extent, except in the Marmara Sea [e.g., Sengor et al., 2005] (Figure 1). To the east, ruptures have propagated toward Istanbul since 1939, with a last event of magnitude 7.4 in Izmit in 1999 [e.g., Barka et al., 2002]. To the west, the NAF failed in 1912 in Ganos (M7.4 event) [e.g., Aksoy et al., 2010]. In the central Marmara Sea, the 70 km long Istanbul-Silivri segment (ISS) of the NAF has had no significant seismic events since at least 1766 and perhaps as far back as 989 [Ambraseys, 2002]. The probability of rupture of NAF segments in the central part of the Marmara Sea is considered to be significant [Muru et al., 2016; Aochi and Urich, 2015; Parsons, 2004], and Schmittbuhl et al. [2015] recently interpreted the low level of present-day seismicity along the ISS as the signature of a locked behavior. Although Bohnhoff et al. [2016] suggest that the maximum expected earthquake in the Istanbul area would probably not exceed a magnitude 7.5, geomechanical models generally predict high strain accumulation along the ISS, sufficient to produce a magnitude 7+ event [Hergert and Heidbach, 2010; Pondard et al., 2007; Armijo et al., 2005; Le Pichon, 2003]. Conversely, Ergintav et al. [2014] proposed that the ISS is aseismically creeping with strain accumulation less than 2 mm/yr, based on GPS data from distant and sparsely distributed land stations. Assessing whether the ISS is locked or aseismically creeping is crucial for estimating its seismic hazard potential and a major challenge using conventional methods.

Acoustic ranging has been successfully used to measure local deformation on the seafloor for more than a decade, in different geodynamic contexts and with resolutions ranging from centimeters to millimeters, mostly in seafloor spreading environments [e.g., Burgmann and Chadwell, 2014; Osada et al., 2012; Chadwick and Stapp, 2002; Chadwell et al., 1999; Chadwick et al., 1999].

In October 2014, during the Marsite cruise (R/V Pourquoi Pas?), we installed a ranging network of 10 acoustic transponders across the Istanbul-Silivri fault segment (Figure 1) at a depth of about 800 m, for up to 5 years. The targeted fault segment was identified using high-resolution mapping from autonomous Underwater
Vehicule (AUV), which revealed the existence of aligned, <3 m high, sedimentary mounds within the northeastern extremity of the Kumburgaz Basin (Figure 1c). It is assumed that these sedimentary beads outline the active trace of the fault [Sengor et al., 2014; Grall, 2013].

In this paper we present the first results of this long-term experiment, based on the first ~6 months of data retrieved in April 2015 during cruise POS484 (R/V Poseidon). To take full advantage of the many baselines this subsea geodetic network provides, we developed a new methodology to constrain deformation based on a least squares inversion of the measured traveltimes. We first describe the data and their processing. We then present the inversion method and its results. Finally, we use forward modeling to provide bounds on the seafloor deformation during the measurement period.
2. Data Collection and Processing

The geodetic array consists of two independently operating subnetworks (Figure 1): four transponders from the University of Brest, France (Network F, stations ID 2001 to 2004), and six transponders from the GEOMAR Institute, Germany (Network G, stations ID 2301 to 2307). The layout results in 15 monitored baselines, of which five are measured by colocated F and G units for redundancy and to compare the equipment behavior in a long-term deployment. The transponders (Sonardyne Autonomous Monitoring Transponders, AMT) are mounted on top of 3.6 m high tripods to keep acoustic paths well above the seafloor despite near-bottom refraction. The tripods were deployed on the seafloor with a cable from the ship. Transponders use 8 ms phase-coded pulses, with an 8 kHz bandwidth centered at 22.5 kHz (F units) or 17.0 kHz (G units). Ranges are calculated by cross correlating the expected and received signals with a 0.5 ms resolution (submillimeter equivalent). In addition to hourly (F network) or bihourly (G network) baseline measurements, the instruments record water sound speed, pressure, temperature, and tilt along two orthogonal axes. Each transponder unit wakes up successively in a master mode (interrogating) and in a slave mode (responding), which results in multiple sets of baseline measurements collected in similar environmental conditions (see details on array configuration in Table S1 in the supporting information). The experiment is designed to last for the duration of the batteries, expected to be 3 years for G stations and 5 for the F stations. The sampling strategy was adjusted to minimize the power consumption. Data, stored in each station, can be downloaded from the surface with an acoustic modem, as well as the battery status; if needed, any station can be reconfigured from the surface.

In April 2015, the first 160 days of baseline ranging were acoustically downloaded from the transponders. The data processing starts by converting time of flight between transponder pairs into baseline distances, which requires sound speed information along the acoustic path. The sound speed sensors mounted on each AMT proved to be unusable due to repeated instrumental offsets and continuous drift induced by frequent cold water pulses in the Marmara Sea [e.g., Book et al., 2014; Jarosz et al., 2011]. We therefore recalculated sound speeds using Del Grosso’s [1974] formula based on temperatures and pressures recorded at each transponder and assuming an average salinity of 38.65 practical salinity unit derived from available historical data [Boyer et al., 2013]. Sound speed along the complete raypath is approximated by the harmonic mean of the sound speed at the two endpoints.

As shown by the temperature records (supporting information Figure S6), the deep waters of the Kumburgaz Basin show little variability over time, except for 0.5 to 2 day long abrupt cold events occurring every 6 to 21 days and corresponding to a ~0.02 °C temperature decrease, significant for a deep and otherwise isothermal environment [Besiktepe et al., 1994]. These events create distinct spikes in the acoustic traveltimes which translate to centimeter size spikes in the converted ranges. After discarding these cold event periods (which represent between 4% and 20% of the measurements) and removing outliers using a median absolute deviation method [Rousseeuw and Croux, 1993], rangings on individual baselines have an average 1 sigma standard deviation of 2.1 mm for all baselines over the 6 months. Inclinometer data show that the tripods are quasi-vertical, and remained relatively stable, within the sensor resolution (10^-3 rad = 0.057°), throughout the observation period (supporting information Figure S7). Only the F beacons could be oriented during a remotely operated vehicle inspection of the array and thus corrected for inclination variations. Such correction is not possible for the G transponders, randomly oriented relative to the tripods (supporting information Figure S1). The largest variation in the F network is recorded by unit F-2004 with a gradual 0.11° tilt over the 6 month period, probably due to the settling of the structure into the soft seabed. The resulting range error on the two affected baselines (2001–2004 and 2002–2004) does not exceed 2 mm in 6 months, due to the favorable tilt orientation. For the other F baselines, however, the tilt effect reached up to 4 mm in 6 months but is accounted for in the processing.

Changes in baseline length may result from a combination of true length variations and drift in the computed sound speeds used in the time-to-distance conversion. Although the relationship between temperature, pressure, and sound speed is not linear [Del Grosso, 1974], if temperature and pressure measurements drift linearly within the manufacturer’s specifications (respectively 6.5–8.5 ppm/yr and 7 ppm/yr), the derived sound speed drifts linearly to first order, at a rate of less than 2.6 × 10^-5 m/s/yr. In the next section, we propose a least squares inversion, which accounts for this potential observation bias, with the objective of providing bounds on the fault motion over the 160 days of measurements.
3. Data Modeling

Baseline lengths were first computed using sound speeds derived from in situ temperature and pressure sensors, assuming that these sensors did not drift. The results show significant variations in baseline trends, with a 1 sigma standard deviation of 15.4 mm/yr around an average value of −0.61 mm/yr. However, the deformation pattern is inconsistent, i.e., with inconsistent changes in parallel baselines or in crossed baselines, and discrepancies between redundant F and G baseline trends (although traveltime records at colocated F and G units display similar long-term trends). These inconsistencies are interpreted as evidence of unknown instrumental drifts in the temperature sensors, which must then be treated as variables and jointly estimated with the baseline changes. To address and simplify this problem, further modeling will be based on two main hypotheses: a simple behavior of the in situ temperature and pressure sensors (i.e., linear drift of the sound speed derived from these sensors) and a simple strain model based on the geological setting (deformation is assumed to localize along the fault trace with no strain on either side of the fault). For this first-order modeling, any apparent trend in a baseline that does not cross the fault is interpreted to result only from sound speed drift at the bounding transponders.

3.1. Least Squares Inversion

3.1.1. Inversion Procedure

We designed a nonlinear least squares inversion to simultaneously determine the two sets of independent variables: sound speed drift at each site and baseline length variation between sites. Input observations are sound speeds (derived from measured pressure and temperature) at each site and acoustic traveltimes between site pairs. Based on the elementary relation τ = \frac{d}{c} where τ is the one-way traveltime, c the sound speed, and d the baseline length between a transponder pair, the observation equation for each pair of transponders A and B is

\[ τ_{\text{theo},i,A→B} = \frac{1}{2} \left( d_{0,i,A→B} + φ_{i,A→B} t_i \right) \left( \frac{1}{c_{A,i} + k_{A,i} t_i} + \frac{1}{c_{B,i} + k_{B,i} t_i} \right) \]

with

- \( τ_{\text{theo},i,A→B} \) the theoretical one-way traveltime (s) from transponder A to transponder B at epoch i,
- \( d_{0,i,A→B} \) the initial baseline length (m) between transponders A and B at the reference epoch,
- \( φ_{i,A→B} \) the (constant) deformation rate (m/yr) of the baseline length between transponders A and B,
- \( t_i \) the epoch (year) of the ping relative to the reference,
- \( k_{A,i}, k_{B,i} \) the coefficients of the sound speed linear drift (m/s/yr) for transponders A and B, respectively, and
- \( c_{A,i}, c_{B,i} \) the computed sound speed (m/s) at transponders A and B at epoch i.

The objective is to minimize the difference between the observed traveltimes and the predicted ones in a least squares sense. Changes in baselines are treated in three different ways: they are either unconstrained (“free mode”); set to a given value, for instance, zero, (“fixed mode”); or constrained to tend toward a given value with a chosen uncertainty or weight (“constrained mode”). These conditions are differently applied to baselines crossing the fault or not crossing the fault, since we assume that all strain occurs across the fault.

To avoid excessive and unrealistic sensor drift parameters, we force the drift coefficients, k, to tend toward zero with a σk standard deviation, where σk is set to 2.6 × 10^-5 m/s/yr based on the manufacturer’s temperature and pressure sensor drift uncertainties (9 ppm/yr and 7 ppm/yr, respectively). A single sound speed is computed for colocated transponders, generally based on the G station sensors for consistency.

Details of the inversion procedures are provided in the supporting information.

3.1.2. Inversion Results

We present results for inversions with different configurations. Sensor drift parameters, k, were either let free or constrained toward zero, with a standard deviation as defined above. Similarly, the deformation parameters, φ, were either fixed at zero or constrained to tend toward zero for the baselines on either side of the fault and let free or constrained to tend toward the slope of the linear regression fitting the raw time series (in order not to depart excessively from initial trends), for the fault-crossing baselines.
Figure 2 illustrates the result for a joint inversion of sound speeds and ranging data, when both $k$ and $\phi$ are constrained. Illustrations for other cases are given in the supporting information (Figure S8), together with Table S2 of resulting $\phi$ and $k$ values. The determined $k$ and $\phi$ coefficients are within reasonable ranges: $10^{-5}$ to $10^{-6}$ m/s/yr and 1.5 to 9.7 mm/yr, respectively. However, baselines across the fault either lengthen or shorten inconsistently and show no significant trend, such as a consistent lateral strike-slip motion along the NAF. The results show that the horizontal surface motion across the fault is either zero or too small during the observation period to be detected. Without further constraints, a consistent and meaningful deformation pattern across the NAF cannot yet be extracted.

This 6 month limited data set may, however, provide an upper bound on the strike-slip motion along the ISS segment of the NAF. In the following, we propose an alternative approach based on the comparison of the observed baseline changes with those predicted for a range of slip rates.

### 3.2. Optimal Slip Rate Estimate Using Forward Modeling

Our forward modeling approach searches for the fault slip rate that best fits the data, assuming a simple, east-west oriented, surface-creeping strike-slip fault passing through the geodetic array. For slip rates $v$ ranging from $-20$ mm/yr to $20$ mm/yr, one can predict a theoretical change $\varphi_i$, based on the geometry of the transponders (Figure 1). In the following, positive slip rates mean right-lateral strike-slip motion along the NAF.

The predicted $\varphi_i$ are then used as a priori values in the least squares inversion, using the constraining approach described in the supporting information. The weight $p_{\varphi}$ on the baseline length variations is set high (corresponding to a standard deviation $\sigma_{\varphi} = 10^{-6}$ m/yr), so that the inversion is forced toward the forward model, and the $k$ drift parameters are constrained toward 0 to keep drift estimates within reasonable bounds.

The fit between the forward model and the observations is quantitatively assessed using three criteria. The first criterion is the normalized residual sum of squares. The second criterion is based on the comparison of the $\varphi_i$, from the forward model with the slope $f_i$ of the range time series output of the inversion (range corrected for sound speed drift), for the $n$ baselines. For a slip rate $v$ in the forward model, we defined $\Delta \Phi_v$ as the root-mean-square (RMS) of the differences between $\varphi_i$ and $f_i$, which can be written as $\Delta \Phi_v = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\varphi_i - f_i)^2}$. The third criterion is the RMS of the $k$ parameters, which is expected to be sufficiently small to ensure that drift values stay within reasonable ranges. The latter two criteria are averaged over all baselines. To make sure that no baseline is outside of reasonable range, we also provide the maximum values obtained for both criteria.

Figure 3 shows how these criteria vary with imposed slip rates. Observations are best modeled for slip rates close to 0 mm/yr and poorly modeled for strike-slip rates exceeding 10 mm/yr, for which all criteria...
significantly depart from the minimum flat zone and reach a maximum for the highest tested slip rates of 20 mm/yr. It is worth noting that although they are not directly linked, the three criteria give similar results.

Slip rates higher than 6 mm/yr yield drifts (k) that would exceed the manufacturers’ specifications for the temperature and pressure sensors.

The best fitting negative slip rate of about \(-2\) mm/yr (i.e., left lateral) is unexpected but probably not significant. We performed a Monte Carlo test to evaluate the uncertainty in this best fitting slip rate, randomly subsampling 1% of the traveltimes between each beacon pairs and using these subsets as input in the forward modeling. The operation was repeated 20 times to obtain a range of optimal slip rates. The corresponding 1 sigma standard deviation for the optimal slip rate is 1.57 mm/yr, using the ΔΦ criterion (second criterion above) and 0.69 mm/yr using the normalized residual sum of squares (first criterion above).

4. Discussion

Based on a first-order modeling of the ISS motion, our inversion shows that during the observation period (160 days) the surface motion along the fault segment was too small to be detected, given the measurement uncertainties. Forward modeling, however, appears to preclude any displacement of the fault in excess of a few mm/yr.

It is likely that the first weeks of the experiment constitute a transitional period, during which sensors and onboard electronics adapt to the underwater environment and during which tripods settle on the seafloor. Instability of the geodetic structures can pose a significant problem for ranging methods [e.g., McGuire and Collins, 2013]. In this study, we were able to correct for the inclination of the F units, but not for the G stations, since their inclinometers have unknown orientations; in addition, the attitude data have a limited resolution (0.057°). The most significant tilt variations are observed on G-2303; this station, installed on the bounding slope of the basin, had an initial 9° tilt from vertical. Oscillations in the orthogonal tilt components would translate into a range error of several centimeters (i.e., several milliseconds) for the 3.60 m high tripod. But since baselines bounded by this unit do not display such variations, it probably means that only the transponder is oscillating.

Another limitation in monitoring this fault motion could be inherent to the network layout. Due to topographic constraints and limitations in the maximum acoustic range, units south of the ISS are located very far.
close to the fault (Figure 1c). Previous on-land studies of NAF segments demonstrated that significant deformation caused by aseismic creeping can be detected at short distances (~0.1 km) from the fault, when deformation is localized [Ozener et al., 2013]. In the survey area, the main fault trace is visible on subbottom profiles, and in the high-resolution bathymetry, where it is marked by an alignment of ~3 m high sedimentary beads [e.g., Sengor et al., 2014] (Figure 1c), suggesting a narrow deformation zone. However, part of the deformation could be distributed, in a swath about 1 km wide south of the main fault trace, where deformation is observed in the sediments at shallow depths, and along other, less active, fault traces observed north of the survey area. However, based on geomorphologic expression, slip rates on these secondary faults are expected to be much smaller than on the main fault [e.g., Sengor et al., 2014; Sorlien et al., 2012; Le Pichon et al., 2001].

In our first-order modeling, the motion on the fault is approximated by a pure strike-slip motion, with a constant creep rate, which provides a reasonable description without any a priori knowledge on the expected deformation, in view of the limited data available. However, subsurface sediment deformation suggests a more complex deformation pattern with a small shortening component, perpendicular to the fault [Demirbag et al., 2003]. A N160-oriented normal fault scarp is observed 150 m west of unit G-2304, which indicates that extension occurs nearly parallel to the strike-slip fault crossing the Kumburgaz Basin [Grall, 2013]. Southwest of the network, deformation of sediments is likely associated with downslope creep that would potentially cause a shortening of the southern baselines parallel to the fault [Zitter et al., 2012; Shillington et al., 2012]. Nevertheless, no obvious evidence of such processes is found in the data.

Results from the forward modeling indicate that the Istanbul-Silivri segment did not creep, at least at the seafloor, more than a few millimeters during the observation period. This is significantly less than long-term slip rates predicted for the NAF in this area [Flerit et al., 2003; Reilinger et al., 2006; Hergert and Heidbach, 2010] or from distant on-land GPS data [Ergintav et al., 2014]. If this slip deficit corresponds to a steady state behavior of the fault, it implies that the NAF is currently accumulating stress at the surface. Over the width of the network, this information could help constraining the locking depth (see supporting information Figure S9); however, the current resolution is still insufficient to discriminate between shallow or deep estimates based on GPS or seismicity data [e.g., Ergintav et al., 2014; Schmittbuhl et al., 2015].

The 6 months of observations are best modeled by surface slip rates close to 0 mm/yr on the ISS of the NAF with an upper bound of 6 mm/yr to stay within reasonable limits for the sound speed drift. This maximum value is, however, compatible with the rates previously observed along the extensively monitored Ismetpasa section of the NAF on land, which aseismically creeps at rates of 7–8 mm/yr; however, the surface creep there likely results from postseismic afterslip [Ozener et al., 2013].

Compared to the steady state slip rate of 16 mm/yr estimated by Hergert and Heidbach [2010] for the NAF in this area, this result implies more than 10 mm/yr of strain accumulation. If the current slip rate is near steady state, this would correspond to slip deficits of over 2.5 m since the 1766 earthquake. Along a fault several tens of kilometers long, such slip deficits could generate an earthquake of magnitude >7, in agreement with other estimates of the earthquake hazard near Istanbul [Bohnhoff et al., 2016; Murru et al., 2016; Armijo et al., 2005; Le Pichon et al., 2001].

5. Conclusion

Data acquired during 6 months by a network of 10 acoustic transponders deployed along the submerged ISS segment of the NAF provide first insights into the fault segment behavior. Data inversion indicates that the deformation signal is smaller than the baseline resolution, which ranges between 1.5 and 2.5 mm for the measurement of horizontal distances up to several hundred meters. This suggests little or no surface deformation across the fault during the period of observation. Comparison of observed and predicted baseline changes obtained from a simple strike-slip model indicates that the surface slip rate across the Istanbul-Silivri segment is close to zero, with an upper bound of 6 mm/yr. If this behavior is steady state, the >10 mm/yr slip deficit implies that the Istanbul-Silivri segment of the NAF is currently accumulating stress that could be released in a major earthquake. Longer time series will either confirm this observation or show that the fault has a more complex behavior such as a stepwise creep.
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