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Abstract

The Gulf Stream Extension Region is a key region for meridional heat trans-
port of the Earth system. Its importance for the climate and for seasonal
prediction has been increasingly recognized in recent years. However, the
dynamics of the ocean in this region are not understood sufficiently. There
are basically three mechanisms to explain the observed increase of barotro-
pic transport and the formation of recirculation gyres in the Gulf Stream
Extension Region: (i) advection of potential vorticity, (ii) Joint Effect of
Baroclinicity and Relief and (iii) eddy momentum flux, of which the latter
is investigated in the present work.

16 years of satellite derived surface velocities of weekly resolution are
used to compute the eddy momentum flux and its seasonal and NAO re-
lated variability. These fluxes were used to drive a diagnostic linear shallow
water model to estimate the mean barotropic transport and its variabil-
ity associated with turbulent momentum flux. The results show that eddy
momentum flux is able to drive significant transport in the Gulf Stream
Extension Region, enough to explain its observed increase. The barotropic
transport streamfunction exhibits northern and southern recirculation gyres
between the separation point at Cape Hatteras and the Newfoundland Ridge
and also resemble mesoscale circulation features like the Mann eddy. The
seasonal transport variability is shown to be large upstream of the Grand
Banks of Newfoundland with the strongest signal where the Gulf Stream
crosses the New England Seamounts at about 62°W. The NAO appears to
significantly affect the strength of the northern and southern recirculation
gyres during the winter season leading to an increased mean transport in
winters with a positive NAO index.
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Chapter 1

Introduction

1.1 Importance of the Gulf Stream for northern
hemisphere climate

The Gulf Stream (GS) consists of a wind driven component and the upper
limb of the Atlantic Meridional Overturning Circulation (AMOC) (Schmitz
and Richardson, 1991). Its importance for meridional heat transport and
thereby northern hemisphere climate is well known (Wunsch, 2005; Tren-
berth and Caron, 2001; Seager et al., 2002). In the Gulf Stream Extension
Region (GSER) large amounts of latent and sensible heat are released to the
atmosphere, especially in winter time (annual mean: ∼ 200W m−2 latent
heat flux, ∼50W m−2 sensible heat flux; Yu and Weller , 2007). Winter time
diabatic heating of the atmosphere in the GSER causes strong onshore tem-
perature gradients, which creates a highly baroclinicly unstable environment.
Observations indicate that the degree of low-level baroclinicity significantly
affects the rate of deepening of cyclones in this region (Cione et al., 1993).
Furthermore the path of these storms is anchored over the GS sea surface
temperature (SST) front and reaches out as far as northern Europe (Hoskins
and Hodges, 2002). These influences on synoptic scales extend onward to
longer time scales and might have an effect on the atmospheric general cir-
culation, as argued by Minobe et al. (2008).

Ocean currents are mainly driven by wind stress and surface buoyancy
fluxes determined by the atmosphere. These currents provide important
contributions to the local heat budget and therefore influence the thermo-
dynamics of the overlying atmosphere. Bjerknes (1964) identified two kinds
of atmosphere-ocean interactions: the first one is the quasi-instantaneous re-
sponse of SST to surface air temperature and wind due to latent and sensible
heat flux (Cayan, 1992). The second one is the change of ocean circulation
due to variation in surface wind stress or meridional overturning and there-
fore alteration in ocean heat transport convergence and SST, which is of
more sluggish nature. In the North Atlantic (NA), the dominant mode of
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2 CHAPTER 1. INTRODUCTION

atmospheric variability is the North Atlantic Oscillation (NAO), which has
a robust spatial pattern of air-sea interaction but is largely stochastic in
time due to synoptic excitation. Experiments with simple stochastic models
reveal that thermal coupling of the atmosphere and ocean reddens both of
their spectra (Barsugli and Battisti , 1998). On time scales long enough for
advection to play a role, the response of NA SST shows a preferred time
scale of the order of a decade (Saravanan and McWilliams , 1998). Marshall
et al. (2001) included both gyre circulation and AMOC in their model and
proposed, that each of them lead to a delayed oscillator effect, which can act
to offset the strong local damping of SST. This is in general agreement with
a more complex experiment of Eden and Greatbatch (2003). They found two
acting feedbacks on the NAO: a fast positive feedback due to surface heat
fluxes as well as barotropic adjustment of the ocean to wind stress changes
and a slow negative feedback due to changes in the AMOC.

1.2 Dynamics of the Gulf Stream

The systematic survey of the ocean circulation in the NA began in the 1920s
and 30s with a series of hydrographic station measurements (e.g. Wüst ,
1935). One of the famous results of these early campaigns is the 10 ◦C
isotherm map published by Iselin (1936) and shown as Figure 1.1, clearly
showing the large-scale average features of the NA circulation. The GS ap-
pears as a narrow and swift stream band, detaching from the shelf break
at Cape Hatteras (35.5°N 75.5°W), crossing the Hatteras Abyssal Plain, the
New England Seamounts (NES) Chain and the Sohm Abyssal Plain to reat-
tach again at the southern tip of the Grand Banks of Newfoundland and the
Newfoundland Ridge (see Figure 1.2). The sharpness of the current and the
striking cross-basin asymmetry of the gyre inspired Stommel (1948) to his
theory of western intensification of wind-driven ocean currents. He identified
the latitudinal variation of the Coriolis parameter to be the reason for the
formation of western boundary currents.

Ongoing technical development increased the resolution and precision,
which gave a chance to map the synoptic GS front associated with the Stream
axis. The multi-ship mission “Operation Cabot”, launched in June 1950, fi-
nally succeeded in revealing the meandering structure of the Stream and
documented the formation of a cold core ring, pinching off into the Sargasso
Sea (Fuglister and Worthington, 1951). But the energy source of the me-
anders remained unclear. Webster (1961) estimated the direction of eddy
momentum flux (EMF) from surface velocity in the Florida Current (FC)
and surprisingly found a flux of momentum into the jet, suggesting that ki-
netic energy of the mean flow is not the source of energy for meanders. In
his classical paper, Thompson (1971) argued that topographic Rossby waves,
having a group velocity pointing away from the jet, will transport momen-
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Figure 1.1: Chart of the depth of the 10 ◦C Isotherm in the western NA (after
Iselin, 1936).

tum in the opposite direction. Finally, based on observed growth rates and
wavelengths, Hansen (1970) proposed baroclinic instability as the relevant
process for the evolution and growth of meanders, hence available potential
energy as their energetic source.

The possibility of extending the hydrographic sections all the way down
to the ocean floor revealed the equivalent barotropic structure of the GS
(Worthington, 1954). Deployment of Swallow floats provided velocities of
the deep current, which were used to reference the baroclinic velocity ob-
tained by these sections. This made first estimates of volume transport
available (Fuglister , 1963), revealing a huge increase in volume transport up
to 147 Sv, which is five times more than the expected wind driven trans-
port of 30 Sv based on flat-bottomed Sverdrup theory. The development
and deployment of moored current meters allowed long term measurements
and helped to draw a reliable map of mean depth integrated transport, lead-
ing to the discovery of the Worthington gyre (Worthington, 1976) and the
Northern Recirculation gyre (Hogg et al., 1986). These gyres, located south
and north of the mean current, recirculate the water masses and therefore
dramatically enhance the transport along the main stream.

Recirculation is not a feature of Stommel’s simple linear flat-bottom
model. It was Fofonoff (1954) who emphasized the importance of advec-
tion and therefore memory of the water parcel of its potential vorticity (PV).
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Figure 1.2: The GSER with bathimetry and schematic mean current (white
arrows). At the Newfoundland ridge and downstream of it the northward flowing
NAC successively turns to the east until it reaches the northwest corner where it
makes a sharp turn to flow through the Charlie-Gibbs Fracture Zone.
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Veronis (1966) was the first to find numerical solutions to the non-linear ver-
sion of Stommel’s barotropic problem for a range of parameters from slightly
to highly non-linear cases. The effect of non-linearity allows the western
boundary current to penetrate into regions where there is no wind stress
and the centre of the gyre is located more northward with increasing Rossby
number (Böning , 1986). With the importance of advection and mixing of
PV being increasingly recognised from observations (Keffer , 1985), Marshall
and Nurser (1986) and Greatbatch (1987) extended Fofonoff’s barotropic so-
lution to a baroclinic ocean. The latter stated that northward advection of
low PV by the western boundary current stretches downward the circulation
until it intersects with the ocean floor. This, in turn, requires the presence
of enhanced barotropic recirculation driven by eddies and dissipated by bot-
tom friction. A different explanation of recirculation was raised by Holland
(1973). He suggested bottom topography to be an important factor and
introduced the bottom pressure torque to the linear vorticity equation. Di-
agnostic calculations of the NA basin revealed that this term is capable of
producing recirculation gyres without the consideration of non-linear effects
in the vorticity balance (Mellor et al., 1982; Greatbatch et al., 1991).

An alternative theory of recirculation was proposed by Greatbatch et al.
(2010a), suggesting that mesoscale eddies, fed by baroclinic and barotropic
instability, systematically flux easterly momentum into the core of the jet
and drive the recirculation gyres in a zonally integrated sense. Mesoscale
eddies are a prominent feature of many regions of the global ocean, espe-
cially the western boundary currents and the Southern Ocean (Stammer
and Wunsch, 1999). Yet, their contribution to the mean circulation remains
poorly understood, although they are assumed to be important (Holland and
Rhines, 1980). In the atmosphere the interaction of eddies and mean flow
is well known (Marshall and Plumb, 2008; Wardle and Marshall , 2000). In
the ocean, however, the rough and steep bottom topography scrambles this
picture and makes it difficult to see the local effect of eddy forcing. Great-
batch et al. (2010a) used the zonally integrated zonal momentum equation
to simplify the analysis and indeed showed that the forcing by the eddies
accelerate the zonal mean flow with a magnitude comparable to wind stress.

The goal of this thesis is to answer the question of how much transport
can be driven by EMF and how much transport variability can be attributed
to variability of the EMF. Chapter 2 presents a selection of Reynolds stress
terms (synonymous with EMF) computed from satellite altimeter data: the
long time mean, seasonal means and interannual variability associated with
the NAO. In Chapter 3 a numerical model is formulated which is used to
compute the barotropic transport driven by the EMFs. The result of these
experiments are shown and discussed in Chapter 4. The results of the mean
state experiment presented in Section 4.1 are basically the same as in Great-
batch et al. (2010b) since the very same model and forcing was used, but
instead of linear friction, as in this thesis, a quadratic formulation was used
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in the published paper. The impact of temporal variations of the EMFs on
the barotropic transport are presented in Section 4.2 and 4.3, which shows a
quasi-instantaneous response of transport to variations of the NAO. Finally,
in Chapter 5 all results are summarised and discussed.



Chapter 2

Reynolds Stress

The Reynolds stress is the Eulerian average stress acting on a fluid due to
turbulent fluctuations of motion. It is obtained by taking the variance and
covariance of the velocity components over a period that is long enough for
these fluctuations to be averaged out, i.e,

Rij = ρ ui′uj ′ , (2.1)

where ρ is the fluid density and primes denote the anomaly with respect to
a time-average. On large scales, the spatial fluctuations of density in the
ocean are much smaller than that of velocity and can safely be neglected.
Hence, the associated momentum flux in the momentum equation is

Fi = ρ
∂ ui′uj ′

∂xj
. (2.2)

In the atmosphere meso-scale turbulence, i.e. baroclinic eddies, are the most
important component of the mid-latitude general circulation (Jeffreys, 1926;
Starr , 1948; Lorenz , 1967). The question of how these turbulent fluctua-
tions can drive the zonal mean flow is well understood (Kuo, 1951; Dick-
inson, 1969; Wardle and Marshall , 2000). The eddies are distorted by the
mean flow to their well known “banana-shape”, which leads to convergence
of the turbulent zonal momentum flux at the location of the zonal mean jet
(Marshall and Plumb, 2008), as shown schematically in Figure 2.1.

In the ocean, however, the picture is not as clear although satellite obser-
vations provide data of global coverage and increasingly high temporal and
spatial resolution. Some work has been done to estimate the effect of the
EMF on the mean flow and it seems that the underlying bottom topogra-
phy influences both the mean flow and Reynolds stresses (see Ducet and Le
Traon, 2001; Greatbatch et al., 2010a) and that the latter can locally either
accelerate or decelerate the mean flow (Hughes and Ash, 2001). It is very
likely that this complex relation emerges from the topographic distortion of

7
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Figure 2.1: The circular eddy (left) can not lead to EMF convergence at the axis
of the jet in a zonally integrated sense. The banana-shaped eddy does show EMF
convergence due to its distortion from a perfect circular shape by the mean jet.
This is a reproduction of Figure 8.14 in Marshall and Plumb (2008)

the eddies (Greatbatch et al., 2010a) and thus no general conclusion can be
drawn of how the EMF and mean flow interact.

In the GSER, Greatbatch et al. (2010a) showed that the Reynolds stress
patterns are quite robust, perhaps because of the influence of the underlying
topography. By zonally averaging the zonal momentum equation, the au-
thors reduced the analysis of zonal momentum flux to the meridional gradient
of zonally averaged Reynolds stress cross-covariance, i.e. u′v′ . This revealed
that the most prominent features of the Reynolds stress cross-covariance, a
dipole of positive values at Cape Hatteras and negative values at the Grand
Banks of Newfoundland, are responsible for systematically fluxing westerly
momentum into the zonally-averaged GS extension. This dipole is locked in
place, where the GS separates from the continental slope and reattaches back
again. Both poles are associated with along-slope flow variations, which are
the preferred type of variations in these regions (Scott et al., 2008). Further,
Greatbatch et al. estimated the vertically and zonally integrated flux of zonal
momentum and found its magnitude to be comparable to the input of mo-
mentum by wind stress. Indeed, this supports the hypothesis that the EMFs
are capable of driving significant transport and locally break the directly
wind-driven Sverdrup balance and hence drive the recirculation gyres. Since
both poles are remotely connected by f

H contour lines, they are able to form
a closed loop and drive circulation similar to the northern recirculation gyre.

When considering temporal variability, the Reynolds stress patterns are
even more difficult to interpret. The GS is subject to various kinds of vari-
ability, such as path shifts (Lee and Cornillon, 1995) or transport changes
(Kelly and Gille, 1990; Sato and Rossby , 1995; Rossby et al., 2010). These
are, in turn, related to various factors such as variability of the deep west-
ern boundary current (DWBC) (Joyce et al., 2000; Zhang and Vallis , 2007;
Peña Molino and Joyce, 2008; Joyce and Zhang , 2010) or the atmospheric
forcing (Eden and Willebrand , 2001; Frankignoul et al., 2001; de Coëtlogon
et al., 2006) and can be found on seasonal to decadal time scales. Zhai
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et al. (2008) found a distinct seasonal cycle of eddy kinetic energy (EKE)
with relatively high values in summer and low values in winter. This is in
contrast to production of EKE in terms of eddy growth rate, which is high-
est in late winter. The authors suggested that thermal capping in summer
shields the eddies from thermal interaction with the atmosphere and that re-
duced wind speeds in summer reduce the mechanical damping, hence a lower
dissipation rate is expected. This encourages investigation of the seasonal
variation in barotropic transport associated with the seasonal variability of
the EMF. Since mechanical damping of eddies is related to surface wind
speed (Duhaut and Straub, 2006; Zhai and Greatbatch, 2007) in winter time,
a quasi-instantaneous relation of Reynolds stress to the winter time NAO
might be expected and will be investigated.

The main objective of this chapter is to supply the Reynolds stress terms,
which are used to drive the model presented in Chapter 3. How these terms
influence the mean flow is discussed in Chapter 4.

2.1 Data and Methods

To compute the EMFs, the geostrophic velocity, u and v, of a 16 year period
from December 1994 to December 2010 are used. These velocities are ob-
tained from the Delayed Time Ssalto/Duacs Gridded Absolute Geostrophic
Velocities data set1, which is compiled from merged along-track altimeter
measurements of several satellite missions (Topex/Poseidon, Jason-1, Jason-
2, GFO, ERS-1, ERS-2 and Envisat). This data set has a temporal resolu-
tion of a week on a 1/3° Mercator grid. The reader is referred to Le Traon
et al. (1998) for further details about the dataset. The geostrophic veloc-
ity anomalies are computed by subtracting the time-average of the whole
time series. The mean state Reynolds stress is obtained by time-averaging
each of the terms u′u′, v′v′ and u′v′ over the complete 16 year period. By
time-averaging only over the corresponding seasons (i.e. DJF, MAM, JJA
and SON) and subtracting the annual mean Reynolds stress, the seasonal
anomalous Reynolds stress is computed. The winter time variability of the
Reynolds stress terms associated with the NAO is derived by binning the
DJF data to their corresponding NAO phase and then taking the mean of
each bin. Whether the phase is positive (negative) is decided using the DJF
NAO-index of Hurrell (1995) defined as the normalized principal component
time series of the leading EOF of DJF sea level pressure (SLP) over the Euro-
Atlantic sector (20°N-80°N,90°W-40°E), available since 1899. If the index is
above (below) its median of the period from December 1994 to February
2009 the phase is assumed to be positive (negative). This guarantees that
both bins have approximately the same number of samples.

1The altimeter products were produced by Ssalto/Duacs and distributed by Aviso, with
support from Cnes (http://www.aviso.oceanobs.com/duacs/). Compiled at 2011/03/29.
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Figure 2.2: Bathymetry of the GSER as shading and areas used in this chapter
to compute area-weighted averages and variances. The 4000m isobath is drawn as
a white line and the mean dynamic ocean topography (Niiler et al., 2003) is
contoured in black with an interval of 10 cm. It can be seen quite well how the GS
follows the isobaths upstream of Cape Hatteras and downstream of the
Newfoundland Ridge. The boxes are defined as follows: red 34°N-42°N,
75°W-62°W (referred to as UP); yellow 34°N-42°N, 62°W-47°W (referred to as
DOWN); black is the union of red and yellow.

While computing means, variances and pattern correlations for the anal-
ysis of the Reynolds stress, area weighting is applied throughout.

2.2 Results

2.2.1 Long-term mean

Figure 2.3 shows the spatial distribution of the Reynolds stress terms ( u′u′ ,
v′v′ and u′v′ ) over the complete 16 year period and contours of the mean
dynamic ocean topography, taken from Niiler et al. (2003), to indicate the
mean flow by geostrophy. At first glance, high absolute values of all three
Reynolds stress terms are confined to the main axis of the GS. The region
of both zonal and meridional velocity variance ( u′u′ and v′v′ ) higher than
0.14m2 s−2 forms a narrow zonal band that extends from 37°N to 39°N and
73°W to 47°W (regions of green to red colour in Figure 2.3). Both reach their
maximum with values of 0.36m2 s−2 (u′u′ ) and 0.29m2 s−2 ( v′v′ ) where the
GS crosses the NES (at 38.5°N, 62°W).

The velocity covariance (u′v′ , Figure 2.3(c)) reveals a different picture.
Indeed values of high absolute covariance are again confined to the mean axis
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Figure 2.3: Surface Reynolds stress terms averaged over the complete 16 year
time series, with (a) u′u′ , (b) v′v′ and (c) u′v′ . Contours of the mean dynamic
ocean topography (Niiler et al., 2003) are drawn with an interval of 10 cm to
indicate the mean path of the GS as areas of high gradient. Clearly, high values of
Reynolds stress are located within the currents mean path. But in contrast to
u′u′ and v′v′ , u′v′ exhibits a pronounced along-stream variation with a positive
peak at Cape Hatteras (up to 0.12m2 s−2, known as the “double blade” (Ducet
and Le Traon, 2001)) and a negative peak at the south-east tip of the
Newfoundland Ridge (−0.03m2 s−2).
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of the GS but in this case along-stream dipoles are the dominant structure.
The largest dipole consists of an area of mostly positive values upstream the
NES (75°W to 62°W) with its maximum of 0.12m2 s−2 near Cape Hatteras,
known as the “double blade” (Ducet and Le Traon, 2001), and an area of
mostly negative values extending from 62°W to 47°W. The minimum is
located at 49°W, where the GS reattaches to the continental slope and turns
northward, having a value of −0.03m2 s−2. It is this zonally tilted dipole
which is associated with the zonal momentum flux into the jet, at least in
a zonally integrated sense (Greatbatch et al., 2010a). Downstream of the
Newfoundland Ridge following the northward heading branch of the stream,
there are alternating patches of positive and negative velocity covariance.
However, it is hard to see a local systematic flux of zonal momentum, which
would have negative (positive) values of u′v′ north (south) of the mean
current axis. The patterns of Reynolds stress terms shown in Figure 2.3 are
virtually identical to the results of Ducet and Le Traon (2001) and Greatbatch
et al. (2010a), although the time period of data used in these papers (5.5
and 13 years) differs from the one in this thesis (16 years). Since all three
distributions are rather robust in time, this is likely to reflect the influence
of rough and steep bottom topography on mesoscale flow variability. This
is even more supported by the fact that both the “double blade” and the
minimum of u′v′ at the Grand Banks are associated with flow variability
along isobaths, which are shown in Figure 2.2.

2.2.2 Seasonal Variability

The seasonal anomalous Reynolds stress terms in the GSER are shown in
Figure 2.4 for each individual season and their statistics are listed in Ta-
ble 2.1 averaged over the region 34°N to 42°N and 75°W to 45°W (black
box drawn in Figure 2.2). The velocity variances (u′u′ and v′v′ ) exhibit a
distinct seasonal variability in the region 32°N to 42°N and 74°W to 45°W
with an minimum in winter and a maximum in summer, consistent with
the results of Zhai et al. (2008) and Ducet and Le Traon (2001) concern-
ing the seasonal cycle of EKE. The range of area averages, listed in Ta-
ble 2.1, of about 2.02 · 10−2 m2 s−2 for u′u′ is slightly larger than that for
v′v′ (1.59 · 10−2 m2 s−2). The distribution of the anomalies (Figure 2.4) for
both u′u′ and v′v′ indicate that the phase of the seasonal cycle depends on
the location. This is particularly evident comparing the patterns of MAM
and SON which have an absolute pattern correlation of less than 0.26 for
u′u′ and v′v′ .

As for the long-term mean, u′v′ show a different behaviour. The maxi-
mum deviations from the long term mean are less in boreal winter and spring
compared to summer and fall, as depicted in Figure 2.5. Obviously u′v′ does
not show a distinct shift of its distribution with the seasons but more a broad-
ening towards the summer. From Figure 2.4 emerges no clear pattern which
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Figure 2.4: Anomalous Reynolds stress terms with respect to the long-time
mean for the seasons DJF (left panels) and MAM (right panels). Mean dynamic
ocean topography from Niiler et al. (2003) is contoured at an interval of 10 cm to
indicate the mean flow.
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Continued Figure 2.4: Same for seasons JJA (left panels) and SON (right
panels).
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Quantity Average STD Minimum Maximum

DJF
u′u′ −1.04 · 10−2 1.59 · 10−2 −8.99 · 10−2 6.58 · 10−2

v′v′ −7.48 · 10−3 1.41 · 10−2 −8.96 · 10−2 6.40 · 10−2

u′v′ −5.58 · 10−4 8.74 · 10−3 −4.68 · 10−2 5.37 · 10−2

MAM
u′u′ −2.36 · 10−3 1.75 · 10−2 −7.00 · 10−2 1.03 · 10−1

v′v′ −2.81 · 10−3 1.70 · 10−2 −8.22 · 10−2 9.45 · 10−2

u′v′ −8.12 · 10−4 9.03 · 10−3 −4.93 · 10−2 4.16 · 10−2

JJA
u′u′ 1.03 · 10−2 1.90 · 10−2 −6.37 · 10−2 1.23 · 10−1

v′v′ 8.77 · 10−3 1.80 · 10−2 −5.30 · 10−2 1.06 · 10−1

u′v′ 1.90 · 10−3 1.10 · 10−2 −5.54 · 10−2 5.68 · 10−2

SON
u′u′ 2.34 · 10−3 1.71 · 10−2 −6.10 · 10−2 9.24 · 10−2

v′v′ 1.44 · 10−3 1.74 · 10−2 −7.08 · 10−2 9.66 · 10−2

u′v′ −5.36 · 10−4 1.07 · 10−2 −5.85 · 10−2 5.54 · 10−2

Table 2.1: Statistics for seasonal anomalous Reynolds stress terms in the area
34°N to 42°N and 75°W to 47°W (black box drawn in Figure 2.2). All quantities
have units of m2 s−2. Area weighting is applied for the average and standard
deviation (STD) calculations.

Figure 2.5: Box plot statistic of seasonal anomalous Reynolds stress terms for
the same region as in Table 2.1. The box extends from the 25thto the
75thpercentile with the median shown as a band. The whiskers represent the
maximum and minimum values.
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Figure 2.6: The PC based DJF NAO index (see Section 2.1) for the winters with
available satellite-derived velocity data. The dotted horizontal line is the median
of the printed time series (0.09) and areas above (below) are shaded in red (blue).
The DJF values of each winter are centred on January the 15th.

would allow any conclusions about the flux of zonal momentum in a zonally
integrated sense.

2.2.3 Interannual Variability

For the time period of satellite-derived velocity data, the NAO shows a rather
positive phase, shown in Figure 2.6, although the median is only marginally
positive with a value of 0.09. The three products of DJF velocity anomalies
are binned according to the winters listed in Table 2.2 and then averaged
over each bin to obtain the Reynolds stress terms. The anomalies of these
terms with respect to the overall DJF mean is shown in Figure 2.7. In
contrast to the seasonal anomalies, the interannual anomalies of u′u′ and
v′v′ do not show such a homogeneous pattern but a rather irregular one. As
shown in Figure 2.8 (left panel) both of these tend to higher values in the
area between the NES and the Grand Banks of Newfoundland (labeled as
DOWN) during a positive state of the NAO. This leads to higher values of
EKE (i.e. 1

2

(
u′u′ + v′v′

)
) associated with an positive NAO phase in this

region. Between Cape Hatteras and the NES (labeled as UP) the distribution
of u′u′ and v′v′ is somewhat broader. Here the distributions are not shifted
with respect to the phase of the NAO but the skewness of the distributions
differs. During a positive (negative) phase of the NAO the skewness of u′u′ ,
v′v′ and EKE is positive (negative), hence lower (higher) values for these
quantities are more likely. This is an indication for the regional dependency
of the response of mesoscale turbulent motion to interannual atmospheric
variability.

The possible impact of the NAO is more clear for the u′v′ term, as de-
picted in Figure 2.8 (right panel). The dipole structure of positive values
upstream and negative values downstream of the NES is present for both



2.2. RESULTS 17

Phase Winter

NAO+ 94’/95’ 96’/97’ 98’/99’ 99’/00’
01’/02’ 04’/05’ 06’/07’ 07’/08’

NAO- 95’/96’ 97’/98’ 00’/01’ 02’/03’
03’/04’ 05’/06’ 08’/09’ 09’/10’

Table 2.2: Winters associated with a positive or negative NAO, based on the
median of the time series shown in Figure 2.6.

Figure 2.7: Same as Figure 2.4 but for Reynolds stress terms associated with
positive (left panels) and negative (right panels) NAO as anomalies of DJF mean.
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Figure 2.8: Box plot of area-averaged Reynolds stress terms and EKE from each
contributing winter of NAO+ (red) and NAO- (blue). The areas over which are
averaged are upstream (UP) and downstream (DOWN) the NES (see Figure 2.2).
Also shown is the difference of the area-averaged u′v′ terms. Downstream of the
NES there is a shift of the distributions of both u′u′ and v′v′ towards more
positive values during positive NAO winters. Upstream of the NES the skewness
of the distributions appears to be affected. u′v′ reveals once again the dipole
structure with positive values UP and negative values DOWN, but with an
increased dipole strength for NAO+.

phases of the NAO. But for negative phases the dipole tends to have a
smaller range due to a shift and reduction of variability of the distribution
on the downstream side whereas the range tends to be larger during a posi-
tive NAO event. For all three terms the influence of the NAO is much more
pronounced downstream of the NES. Since all patterns associated with the
seasonal cycle (Figure 2.4), as well as the interannual variability imprinted
on the DJF field (Figure 2.7), are of the same order of magnitude compared
to the long-term mean (Figure 2.3), it can be expected that both variabilities
have an measurable influence on the transport driven by EMF convergence.
Together with the impact on the dipole strength, this emphasizes the im-
portance of the NAO on the velocity covariance and therefore the strength
of the recirculation gyres. The question of how the recirculation is actually
influenced is not easy to answer at this point. But the tendency of increased
absolute cross-stream gradient of u′v′ during a positive NAO phase is in-
dicated by negative anomalies north of the mean current axis and positive
south of it, as depicted by Figure 2.7. Hence a strengthening of momentum
flux into the jet can be proposed. The model described in the next section
will help to shed light on the question of what kind and how strong the
influence will be.



Chapter 3

The Model

The goal of this chapter is to formulate a simple linear shallow water model
including realistic sea floor topography and driven by the turbulent flux of
momentum derived from satellite measurements. This makes it possible to
hindcast transport induced by eddies and therefore examine their effect on
both the mean state and the variability of the circulation.

3.1 The Governing Equations

To get a formulation of the governing equations representing the influence
of the eddy momentum flux on the barotropic mean transport, consider the
momentum and continuity equation of an incompressible Boussinesq ocean

ρ0

(
Du

Dt
+ f × u

)
= −∇p (3.1a)

∇ · u = 0 (3.1b)

where ρ0 is the fluid reference density, u = (u, v, w) the fluid velocity,
f = f k the Coriolis parameter in a vectorial representation, p the pressure
and D

Dt = ∂
∂t + u · ∇ denominates the material derivative. Exploiting the

rigid-lid approximation, the system fulfils the kinematic boundary conditions
(BCs).

z = 0 w = 0 (3.2a)

z = −H w = −(u
∂H

∂x
+ v

∂H

∂y
) (3.2b)

The rigid-lid approximation is valid for the barotropic mode if the length
scale of motion is small compared to the radius of deformation and the time
scale is longer than 1

f . Since the surface signal of baroclinic internal waves
is small compared to their signal in the interior (usually a factor of 1 · 102 to

19
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Figure 3.1: Sketch of the domain

1 · 103) and very small compared to the surface signal of barotropic inertia-
gravity waves, the rigid-lid approximation is also reasonable for the baroclinic
modes.

Since the ocean is considered incompressible the advective term in the
material derivative can be rewritten with help of the Einstein summation
convention.

u · ∇u = uj
∂

∂xj
ui =

∂

∂xj
uiuj − ui

∂

∂xj
uj =

∂

∂xj
uiuj (3.3)

3.1.1 Vertically and Reynolds-averaged Formulation

The first step to obtain the Reynolds-averaged momentum equations is to
replace the dynamical variables by a long time average and its deviation, e.g.
u = u + u′, where (·) denotes time average and again primes are used for
anomalies. With use of (3.3), (3.1a) becomes

ρ0

(
∂u

∂t
+

∂

∂xj

(
uiuj + uiu

′
j + u′iuj + u′iu

′
j

)
+ f × u

)
= −∇p (3.4)

The second step is time-averaging (3.4) over a period long enough for the
primed quantities to average out

ρ0

(
∂uiuj
∂xj

+
∂u′iu

′
j

∂xj
+ f × u

)
= −∇p (3.5)
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where the ensemble rules of averaging are applied.1

a = a

a+ b = a+ b

ab = ab

Now consider motion with a small aspect ratio, i.e., δ = D
L � 1, where D is

the vertical and L the horizontal length scale. The equation of vertical mo-
mentum reduces to the hydrostatic approximation due to scaling arguments
(see Pedlosky , 1987, Chapter 3.3), i.e., in its integral form

p = −g

0∫
−H

ρ dz + pa (3.6)

with g being the gravitational acceleration and pa the atmospheric pressure.
The effect of the atmosphere is discarded at this stage by assuming the
atmospheric pressure to be constant and interpreting pressure as an anomaly
from pa.

Both (3.1b) and the horizontal components of (3.5) are averaged in the
vertical (denoted by 〈·〉). For the Reynolds stress terms in the horizontal
momentum equation, use of Leibniz Integral Rule and (3.2) gives〈

∂ uj ′ui′

∂xj

〉
=

1

H

0∫
−H

∂ uj ′ui′

∂xj
dz

=
1

H

(
∂

∂x

0∫
−H

u′ui′ dz +
∂

∂y

0∫
−H

v′ui′ dz + [w′ui′ ]
0
−H

− ∂H

∂x
u′ui′ |z=−H − ∂H

∂y
v′ui′ |z=−H

)

=
1

H

 ∂

∂x

0∫
−H

u′ui′ dz +
∂

∂y

0∫
−H

v′ui′ dz


Likewise, 〈

∂ujui
∂xj

〉
=

1

H

 ∂

∂x

0∫
−H

uui dz +
∂

∂y

0∫
−H

vui dz


1For time periods long enough, the time derivative vanishes, since

∂u+ u′

∂t
=

∂u′

∂t
=

1

t2 − t1

t2∫
t1

∂u′

∂t
dt =

u′(t2)− u′(t1)

t2 − t1
→ 0 as (t2 − t1) → ∞
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For the vertical average of the continuity equation (3.1b), Leibniz Integral
Rule and (3.2) gives

0 =

0∫
−H

∇ · u dz

=
∂

∂x

0∫
−H

u dz +
∂

∂y

0∫
−H

v dz + [w]0−H − ∂H

∂x
u|z=−H − ∂H

∂y
v|z=−H

=
∂

∂x

0∫
−H

u dz +
∂

∂y

0∫
−H

v dz (3.7)

The divergence and the integral are linear operators, hence (3.7) applies to
both u and u′ separately. Since time-averaging commute with the spatial
derivatives and the depth integral, the time-averaged form of (3.7) evaluates
to

0 =
∂

∂x

0∫
−H

u dz +
∂

∂y

0∫
−H

v dz =
∂H 〈u〉
∂x

+
∂H 〈v〉
∂y

(3.8)

This equation basically tells us that the time mean horizontal volume trans-
port is divergence free, which implies the existence of a barotropic transport
streamfunction Ψ with

∂Ψ

∂x
= H 〈v〉 (3.9a)

∂Ψ

∂y
= −H 〈u〉 (3.9b)

With the aid of (3.6) the vertical average of the pressure gradient evalu-
ates to

〈∇p〉 = 1

H

0∫
−H

∇pdz =
1

H

∇ 0∫
−H

p dz + pb∇H


=

1

H

∇
[zp]0−H −

0∫
−H

z
∂p

∂z
dz

− pb∇H


=

1

H

[
∇
(
Hpb + ρ0Φ

)
− pb∇H

]
= ∇pb +

ρ0
H

∇Φ (3.10)

with pb being the bottom pressure and Φ = g
ρ0

∫ 0
−H zρ dz the potential energy

per unit area.
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Now (3.1) can be written in the vertically- and Reynolds-averaged form
as follows

−f 〈v〉 =− 1

ρ0

∂pb
∂x

− 1

H

∂Φ

∂x

− 1

H

 ∂

∂x

0∫
−H

u′u′ dz +
∂

∂y

0∫
−H

u′v′ dz

−
〈
∂uju

∂xj

〉
(3.11a)

f 〈u〉 =− 1

ρ0

∂pb
∂y

− 1

H

∂Φ

∂y

− 1

H

 ∂

∂x

0∫
−H

u′v′ dz +
∂

∂y

0∫
−H

v′v′ dz

−
〈
∂ujv

∂xj

〉
(3.11b)

0 =
∂H 〈u〉
∂x

+
∂H 〈v〉
∂y

(3.11c)

This set of equations can be interpreted as a linear topographic Shallow
Water Model (SWM) in steady state driven by the vertically-averaged eddy
momentum flux, advection by mean flow and the gradient of potential energy
(cf. (3.16)). Therefore it presents a diagnostic set of equations for the depth-
averaged flow.

3.1.2 Vorticity Equation

In order to get deeper insights of the dynamical processes, the vorticity
equation is derived from (3.11). Multiplying the left hand side of (3.11a)
and (3.11b) with H

H and taking the curl leads to

H 〈v〉 ∂

∂y

f

H
+H 〈u〉 ∂

∂x

f

H
+

f

H

(
∂H 〈u〉
∂x

+
∂H 〈v〉
∂y

)
=

∂M

∂x
− ∂Z

∂y

+
∂

∂y

〈
∂uju

∂xj

〉
− ∂

∂x

〈
∂ujv

∂xj

〉
− ∂

∂x

(
1

H

∂Φ

∂y

)
+

∂

∂y

(
1

H

∂Φ

∂x

)
(3.12)

where Z is the zonal and M the meridional component of the eddy mo-
mentum flux forcing in (3.11a) and (3.11b). Since (3.11c) reveals that the
vertically integrated time averaged flow field is non-divergent, there exists
a volume transport streamfunction Applying this definition and (3.11c) to
(3.12) lead to

J(Ψ,
f

H
) =

∂M

∂x
− ∂Z

∂y
+

∂

∂y

〈
∂uju

∂xj

〉
− ∂

∂x

〈
∂ujv

∂xj

〉
+ J

(
Φ,

1

H

)
(3.13)

where J is the Jacobian, i.e., J(A,B) = ∂A
∂x

∂B
∂y − ∂A

∂y
∂B
∂x . This equation is

the topographic Sverdrup Balance, driven by the curl of vertically averaged
eddy momentum flux, the advection term arising from the mean flow and
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Figure 3.2: Estimate of the absolute ratio of contribution to the local vorticity
budged by the curl of the EMF (EDDY) and the advection of relative vorticity by
the mean flow (MEAN). Both quantities are calculated at the surface from
satellite-derived surface velocity values (Le Traon et al., 1998). The mean
dynamic ocean topography (Niiler et al., 2003) is contoured with an interval of
10 cm to map the path of the mean flow.

the Joint Effect of Baroclinicity and Relief (JEBAR) (J(Φ, 1
H )). The mean

flow advection is of minor importance for the vorticity balance in most places
compared to the EMF (see Figure 3.2), although not completely negligible.
Since the vorticity balance is linear and the interest of this thesis is focused
on the transport driven by the EMF, from now on the JEBAR term and
the term arising from mean flow advection are not considered. Hence the
resultant streamfunction only represents the transport driven by the curl of
vertically averaged eddy momentum flux. However, the transport driven by
the other terms can, in principle, be computed given the required data and
the total transport evaluates as their sum.

The barotropic volume streamfunction can be evaluated by integrating
the right hand side of (3.13) along lines of constant f

H from the equator
at the eastern boundary (Mellor et al., 1982; Greatbatch et al., 1991). In
other words, the curl of the forcing pushes transport over lines of constant
planetary PV. Since Ψ is evaluated by integrating along lines of constant
PV, the influence on transport is of non-local character.
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3.1.3 Shallow Water Model

Bathymetry is an important agent for depth integrated transport driven by
wind stress. The bottom pressure torque arising from pressure differences
over topographic features has been shown to balance the meridional mass
transport of western boundary currents along the continental slope. This
allows a coherent conceptual framework for all wind driven ocean currents
without the need to consider viscous effects (Hughes and de Cuevas , 2001).
However, dissipation is still needed due to both numerical and physical rea-
sons. Isolated features as seamounts or small islands with steep sloping
topography tend to trap energy by resonating with barotropic Rossby waves
(Rhines, 1969). Since no process in the model is so far capable of dissi-
pating this accumulated wave energy, additional damping has to be intro-
duced. This damping can be achieved, among others, by two different kinds
of parameterisations: vertical mixing of momentum represented by bottom
friction and horizontal mixing of momentum represented using a viscosity.
To reduce the computational effort and to keep the model linear, only the
linear formulation of bottom stress is considered, i.e.,

τb
ρ0

= ru (3.14)

with the bottom stress τb = (τλb , τ
θ
b ) and r being the linear friction coefficient.

Further applying all simplifications mentioned in Section 3.1.2, (3.11) reduces
to

−f 〈v〉 =− 1

ρ0

∂pb
∂x

+ Z − r

H
〈u〉 (3.15a)

f 〈u〉 =− 1

ρ0

∂pb
∂y

+M − r

H
〈v〉 (3.15b)

0 =
∂H 〈u〉
∂x

+
∂H 〈v〉
∂y

(3.15c)

To take into account the effects of sphericity, the system will be expressed
in spherical coordinates. In order to obtain a solution of (3.15) for a given
eddy momentum flux, an iterative approach is performed and the resulting
time dependent SWM (3.16)2 is run to steady state.

∂u

∂t
− fv = − g

a cos θ

∂η

∂λ
+ Z − r

H
u (3.16a)

∂v

∂t
+ fu = −g

a

∂η

∂θ
+M − r

H
v (3.16b)

0 =
∂η

∂t
+

1

a cos θ

[
∂Hu

∂λ
+

∂cos θHv

∂θ

]
(3.16c)

2For the sake of readability the chevrons and overbars are droped from now on.
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where gη = pb
ρ0

, θ is latitude, λ is longitude, a is the radius of the Earth and
Z and M are the zonal and meridional component of the forcing by the eddy
momentum flux (3.17), but now expressed in spherical coordinates3. Since
surface velocities, derived from altimeter measurements by satellite, are used
to estimate u′u′ , u′v′ and v′v′ , a vertical profile has to be assumed to be
able to integrate the fluxes vertically. Wunsch (1997) pointed out, that a
large fraction of EKE in the GSER has an equivalent barotropic vertical
structure, hence a linearly decreasing profile4 is chosen.

Z = − 1

2Ha cos θ

[
∂

∂λ

(
H u′u′ |s

)
+

∂

∂θ

(
cos θH u′v′ |s

)]
(3.17a)

M = − 1

2Ha cos θ

[
∂

∂λ

(
H u′v′ |s

)
+

∂

∂θ

(
cos θH v′v′ |s

)]
(3.17b)

Here u′u′ |s, v′v′ |s and u′v′ |s are the Reynolds stress components at the
surface.

3.2 Numerics

In contrast to most of the modern atmospheric general circulation models
(AGCMs) using spherical harmonics, ocean models are often defined on finite
grids. Spatial as well as temporal derivatives are approximated by truncating
the Taylor expansion and therefore are expressed by finite differences. Two
possible sources of error arise: the round-off error due to limited precision of
the computing environment and the truncation error. However, the latter can
be made arbitrarily small by reducing the step size in both the spatial and the
temporal dimension. Unfortunately, this neither guarantees convergence nor
stability of the scheme used (Mesinger and Arakawa, 1976). The following
sections will contain all prerequisites to render (3.16) in a convergent and
stable finite difference form.

3.2.1 Grid

As stated by Mesinger and Arakawa (1976), the C-grid (see Figure 3.3) is
the best spatial arrangement of the variables when using centred differences,
since all inertia-gravity waves have group velocities with correct sign, pro-
vided that the grid spacing ∆ is smaller than the radius of deformation R,
i.e.

R =
c

f
> ∆ (3.18)

3Actually only the horizontal dimensions are transformed to spherical coordinates while
the vertical component is still written in Cartesian coordinates. The effects of curvature
of the layer of interest can safely be neglected, since max{H} � a.

4The chosen shape function alters only the amplitude and not the distribution of the
forcing field, in the case that the profile is self-similar everywhere.
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Figure 3.3: Sketch of grid staggering. Actually, this is the C-Grid as defined by
Mesinger and Arakawa (1976) but with topography included. The light brown
patch illustrates the representation of coastlines. All variables on land and
coastline are confined to zero value.

with shallow water phase velocity c =
√
gH. In the interior of the basin,

R is very large for the barotropic mode (∼ 20° for H = 4000m), hence
this criteria is not very stringent. Since the model should take bathymetry
into account, the classical C-grid is enhanced with a additional grid having
its nodes located at the centres of the η-grid boxes to store topographic
information. This information is then interpolated on the various grids by
averaging5. The surface Reynolds stresses are provided to the model on the
H-grid and are interpolated by a four-point average onto the η-grid to assist
the evaluation of the spatial derivatives in (3.17), hence its finite difference

5Two-point averaging for the u- and v-grid and a four-point average for the η-grid.
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form is

Z|i,ju =− 1

2H|i,ju a cos θ|ju

(
u′u′ |i,jη H|i,jη − u′u′ |i−1,j

η H|i−1,j
η

∆λ

+
cos θ|j+1

H u′v′ |i,j+1
H H|i,j+1

H − cos θ|jH u′v′ |i,jH H|i,jH )

∆θ

)
(3.19a)

M |i,jv =− 1

2H|i,jv a cos θ|jv

(
u′v′ |i+1,j

H H|i+1,j
H − u′v′ |i,jH H|i,jH )

∆λ

+
cos θ|jη v′v′ |i,jη H|i,jη − cos θ|j−1

η v′v′ |i,j−1
η H|i,j−1

η

∆θ

)
(3.19b)

where the notation A|i,jb is introduced to denominate quantity A at the i-th
and j-th node of grid b.

3.2.2 Boundary Conditions

The basin boundary is determined by topography, i.e., all points having a
depth less or equal to zero are considered as land. Likewise, all points on the
u- and v-grid situated between two land points and all points on the η-grid
surrounded by four land points on the H-grid are also considered as land.
The boundary condition

n · u = 0 at the boundary (3.20)

is satisfied, since the coastline is solely located on velocity grid points repre-
senting the normal velocity (see Figure 3.3). The model initially sets these
velocities to zero and does not consider them while integrating in time.

3.2.3 Time Stepping Scheme

There are various time stepping schemes, whose application depends on the
problem under consideration. Since this model should properly represent
inertia-gravity waves, the scheme of Heaps (1971) is used. It has the great
advantage of presenting the wave equation in a very natural form on a C-
grid. The only change made in this work is using a implicit backward instead
of a trapezoidal scheme for the friction term. Now (3.16) can be written in



3.3. DOMAIN 29

its finite differenced form

η|i,j,l+1
η = η|i,j,lη

− ∆t

a cos θ|jη ∆θ

(
H|i,j+1

v cos θ|j+1
v v|i,j+1,l

v − H|i,jv cos θ|jv v|i,j,lv

)
− ∆t

a cos θ|jη ∆λ

(
H|i+1,j

u u|i+1,j,l
u − H|i,ju u|i,j,lu

)
(3.21a)

u|i,j,l+1
u =

1

1 + ∆tr

H|i,jv

[
u|i,j,lu +∆tf v|i,j,lu

− ∆t g

a cos θ|ju∆λ

(
η|i,j,l+1

η − η|i−1,j,l+1
η

)
+∆t Z|i,ju

]
(3.21b)

v|i,j,l+1
v =

1

1 + ∆tr

H|i,jv

[
v|i,j,lv −∆tf u|i,j,l+1

v

− ∆t g

a∆θ

(
η|i,j,l+1

η − η|i,j−1,l+1
η

)
+∆tM |i,jv

]
(3.21c)

where the superscript l labels the time step, i.e t = l∆t.

3.2.4 Convergence and Stability

The most important criterion for convergence, the Courant–Friedrichs–Lewy
(CFL) condition, gives a upper bound on the time step ∆t.

∆t <
∆x

c
=

a∆λ cos θmax√
gH

(3.22)

Another criterion arising from the Coriolis term is

∆t <

∣∣∣∣ 1f
∣∣∣∣ = R

c
(3.23)

which is less stringent than the CFL criterion as long as (3.18) is satisfied.
The third criterion is due to the linear friction used in the model and demands
that the grid resolves the Stommel-layer width, which leads to a lower bound
of the friction parameter

r > a cos θ∆λHβ (3.24)

with β = 1
a
∂f
∂θ .

3.3 Domain

The domain extends from 100°W to 0°E and 15°N to 55°N, which ensures
that the region of interest is sufficiently far away from the boundary. A zonal
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Figure 3.4: Domain used by the model. Coastline and bathymetry are taken
from ETOPO1 with additional coastlines at the northern and southern edge. The
red box indicates the location of the GSER and all results are plotted for this area
only. The two grey contours indicate the 1500m and 4000m isobath.

Quantity Threshold Used by model Criteria Eqn.

∆λ,∆θ < 2.73° 1/6° (3.18)
∆t < 53.23 s 20 s (3.22)
r > 3.14·10−3 m/s 4·10−3 m/s (3.24)

Table 3.1: Summary of threshold values for the parameters arising from stability
and convergence criteria. Also listed are the values actually used by the model.
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and meridional grid resolution of 1
6

◦ is chosen to satisfy (3.18) and to resolve
the spatial structure of the forcing. Both the coastline and solid boundaries
at the edge of the domain are defined as the outermost lying H-grid points
confining the basin (see Figure 3.4). This ensures the conservation of volume
and momentum since there are no fluxes across the boundary. Bathymetry
is taken from the ETOPO1 Ice Surface data set (Amante and Eakins , 2009).
This global relief model of the Earth surface includes the top of the Antarctic
and Greenland ice sheets and has a horizontal resolution of 1 arc-minute.
The bathimetry is averaged onto the H-grid applying area-weighting. To
reduce computational costs, only the contiguous water body of the NA is
considered6. All above mentioned considerations are taken into account for
the choice of the parameters listed in Table 3.1.

6Thanks to Willi Rath for providing the algorithm of identifying contiguous patches
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Chapter 4

Results

This chapter presents the results of the model experiments. The experiments
are distinguished only by the choice of forcing, which is described in Chap-
ter 2. Each of the following sections will cover one set of experiments: the
mean state, seasonal variability and wintertime variability associated with
the NAO.

4.1 Mean State

This section summarises to a large extent the results already published by
Greatbatch et al. (2010b). The barotropic streamfunction, produced by the
model using the mean Reynolds stress forcing, is presented in Figure 4.1. The
plot shows a cyclonic recirculation gyre north and an anticyclonic gyres south
of the mean GS axis, where the northern gyre is confined by the Newfound-
land Ridge to the east and the continental shelf to the north. These gyres
resemble the observed recirculation gyres (Schmitz , 1980; Hogg et al., 1986)
and match the schematic barotropic recirculation, drawn by Hogg (1992)
(see Figure 4.2), very well. Their shape is also in good agreement with the
eddy-driven transport streamfunction presented by Zhai et al. (2004). The
transport associated with the gyres exceed 50 Sv, reaching up to 120 Sv for
the northern recirculation gyre (NRG), and hence can explain the observed
increase of barotropic transport in the GSER (Richardson, 1985; Hogg , 1992;
Johns et al., 1995). It should be noted at this point that the magnitude of
modelled transport is sensitive to the choice of the vertical profile of the
Reynolds stresses. A profile which would confine the EMF more to the
surface would lead to less transport, but its spatial distribution would not
substantially change. East of the Newfoundland Ridge, the NAC is also
enhanced and deflected by several gyres including the Mann eddy (Mann,
1967), although slightly shifted to the north-east compared to its surface
signature found in the product of Niiler et al. (2003), and the circulation at
the northwest corner (Lazier , 1994).
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Figure 4.1: Barotropic transport streamfunction Ψ in units of Sverdrup
associated with the long-term mean Reynolds stress (see Section 2.2.1). The
region downstream the NES and upstream the Newfoundland Ridge is
characterised by a cyclonic gyre north of the mean Stream axis and a anticyclonic
gyre south of it. Also visible is the anticyclonic Mann eddy (Mann, 1967). The
mean dynamic ocean topography (Niiler et al., 2003) is contoured with an interval
of 10 cm to indicate the mean axis of the GS.
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Figure 4.2: Schematic streamfunction of the recirculation gyres in the GSER
(Hogg, 1992, reprint of his Figure 10).

Figure 4.3: Same as Figure 4.1, but for the barotropic streamfunction produced
by the model of Smith et al. (2000). The figure is taken from Bryan et al. (2007,
their Figure 4(c)).
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Most ocean general circulation models (OGCMs) do have difficulties to
represent the dynamics of the GSER with desirable accuracy, although in-
creasing resolution generally improves the picture (Chassignet and Garraffo,
2001). The barotropic streamfunction of a 1/10° eddy-permitting basin scale
OGCM (Smith et al., 2000), published by Bryan et al. (2007), is shown in
Figure 4.3. It was forced with realistic surface winds and the mean circula-
tion in the GSER is in good agreement with observations. This includes the
location of the separation point near Cape Hatteras, the current speed and
cross-stream structure and the position of the NAC with its meanders and
troughs. The magnitude and geographical distribution of EKE and surface
height anomalies are also well captured. However, the mean path of the
GS seems to be shifted southwards between the separation point and the
Newfoundland Ridge and the separation of the NAC at the northwest corner
is displaced to the north west (Smith et al., 2000). The streamfunctions of
both the Smith et al. (2000) model and the linear SWM do show remarkable
similarities especially downstream from the NES. They share anticyclonic
recirculation cells located at 55°W, 61°W and 65°W on the southern flank of
the current and a cyclonic cell, which extends from 50°W to at least 67°W
on the northern side of the GS. Also the circulation patterns in the vicinity
of the NAC, like the Mann eddy and the northwest corner, are in consider-
able good agreement. The noticeable correspondence of both model results
supports the assumption of a strong projection of EMF forcing on the baro-
tropic mode and hence an important influence of bottom topography. Since
the SWM is solely driven by EMF convergence, this is a strong indication
for the importance of Reynolds stresses for the mean barotropic transport
and the recirculation in the GSER, at least in the Smith et al. (2000) model.
There are, however, two regions where both models show distinct differences:
upstream the NES on the warm flank of the GS and at about 45°W, where
the current bends around the Newfoundland Ridge and turns to the north as
the NAC. These two regions are locations where the local vorticity budget
is likely to be dominated by advection of mean relative vorticity, instead of
the curl of EMF convergence (see Figure 3.2). Especially upstream of the
NES also the JEBAR term is important for the vorticity balance (Great-
batch et al., 1991). Hence the disagreement in barotropic transport is not
surprising.

4.2 Seasonal Variability

The seasonal variability of the GS transport has been studied from obser-
vations with various techniques. Fu et al. (1987) used the difference of sea
level, derived from along-track altimeter data, at both sides of the current
and found a seasonal cycle with a maximum in April. Also based on satellite
altimetry, Kelly and Gille (1990) computed zonal geostrophic velocity pro-
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Figure 4.4: Seasonal barotropic streamfunction anomaly for the seasons DJF,
MAM, JJA and SON. Contours of the mean dynamic ocean topography (Niiler
et al., 2003) are overlayed with a contour interval of 10 cm.
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Continued Figure 4.4
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files and derived the annual cycle of surface transport with a minimum in
spring and a maximum in late fall. Using Acoustic Doppler Current Profiler
(ADCP) measurements, Rossby et al. (2010) found a seasonal cycle of near
surface transport with a maximum in the second half of the year. All of those
studies where located upstream of the NES and their disagreement suggests
either a rather small scale spatial structure of the seasonal variability or the
results may not be statistically significant due to noise. The seasonal varia-
tion of transport due to the seasonal cycle of the EMF as produced by the
model is show in Figure 4.4. The magnitude of local transport variation is
comparable to the annual mean transport, which can not only be explained
by meridional shifts of the recirculation cells but also by a seasonal inten-
sification of these cells. However, the patterns of seasonal variation are of
high spatial variance and no clear large scale annual pattern emerges from
Figure 4.4.

The winter season (DJF) shows a rather noisy pattern with larger values
upstream of the NES. The comparison of zonally averaged meridional bands
of transport streamfunction, having a width of 4° and shown in Figure 4.5,
supports the impression of an overall similar circulation to the annual mean
during this season. The MAM anomaly pattern (Figure 4.4, Panel 2) ex-
hibits a much more regular distribution with pronounced relative northern
and southern recirculation cells at longitudes from 70°W to 55°W. The ab-
solute streamfunction sections reveal, if any, only weak strengthening of the
absolute circulation upstream of the NES. However, there is a significant1

deepening of the cyclonic recirculation cell south of the mean flow at 70°W
acting to decelerate the mean flow. At 60°W the northern recirculation ap-
pears to be enhanced together with a broadening of the easterly flow at the
location of the annual mean GS path. This feature appears to be significantly
different from the DJF season (see Figure 4.6), especially south of the cur-
rents mean path, and therefore suggests an increased and northerly shifted
transport. Further downstream at 55°W the southerly anticyclonic gyre ap-
pears to be squeezed, while the northern gyre remains nearly unchanged
compared to DJF, which leads to a sharpening of the westerly jet. However,
this mean sharpening is a result of enhanced interannual variability south
of the mean current during this season and is not related to a systematic
shift of the MAM ensemble distribution at latitudes of about 38°N. Interest-
ingly, the JJA anomaly pattern shows a reversal of sign compared to MAM
(Figure 4.4, Panel 3). Again, upstream of 55°W the variation seems to be
rather cross-stream, while further downstream it is of a more along-stream
nature. The intensification of the anticyclonic recirculation cell at longi-
tudes from 70°W to 60°W at the latitude of the mean jet axis (Figure 4.5)

1In this paragraph mean streamfunction profiles lying outside of the ensemble standard
deviation envelope of the previous seasons profile, shown in Figure 4.6, are assumed to be
significant.
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Figure 4.5: Five meridional sections of the seasonal barotropic streamfunctions
averaged over a meridional band of 4° width centred at the longitude used as
panel label. The streamfunction of the annual mean transport is shown as the
dotted black line and the position of the GS axis, defined here as the location of
maximal negative meridional derivative of sea surface height (Niiler et al., 2003),
is marked as the vertical dashed black line. Eastward (westward) transport is
indicated by a negative (positive) meridional gradient.
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Figure 4.6: Same as Figure 4.5, but with the ensemble spread as envelopes. The
ensembles are the samples of all corresponding seasons, hence each contains 16
members. The envelopes extend from the 16thto the 84thpercentile which is about
the same as the standard deviation of a normally distributed sample. The
envelopes are confined by dashed lines of corresponding colour.
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indicates a seasonal shift of the mean jet axis to the north, which appears
to be significant and is consistent with findings from inverted echo sounder
measurements by Tracey and Watts (1986). This shift can also be observed
at 55°W, although less pronounced and not significant. The anomaly pat-
tern of SON (Figure 4.4, Panel 4) is characterised by a negative anomaly
located at the NES and to some extent upstream of them. This anomaly is
associated with a significant strengthening of the cyclonic recirculation cell
located at 65°W and 60°W, where at the latter section the circulation seems
to push the mean jet axis southward. At 55°W no lateral shift of the mean
jet is suggested, since it is located between the circulation cells. At 50°W
only in JJA the circulation does show considerable, however not significant,
differences to the annual mean in the form of enhanced transport.

Downstream of the Newfoundland Ridge, the seasonal variations are of
much smaller amplitude compared to the region upstream of it, although
the annual mean transport is of similar magnitude at both sides of the ridge.
This regional dependency of the strength of the seasonal signal is also evident
for the individual Reynolds stress terms (see Figure 2.4) and hence is a
consequence of a less pronounced seasonal EMF variability.

4.3 Variability associated with NAO

The structure of covariability of the Reynolds stresses with the NAO, inves-
tigated in Section 2.2.3, suggested a larger momentum flux convergence at
the jet downstream of the NES and stronger recirculation during a positive
phase of the NAO. The variability of the DJF transport as produced by the
linear SWM is shown in Figure 4.7. Downstream the Newfoundland Ridge
the signal of the NAO is less pronounced. The Mann eddy, slightly shifted
eastward in the model world, seems to be strengthened and shifted to the
north during a positive phase of the NAO. The northerly adjacent recircu-
lation cells located in the NAC are weakened, while on the other hand the
circulation in the vicinity of the northwest corner is strengthened. Further-
more, the seasonal DJF streamfunction appears to be quite robust, since
both patterns associated with the NAO reproduce the DJF pattern quite
well. The transport variability of the NAC recirculation associated with
the NAO is more pronounced than the seasonal variability in this region,
which might be an indication of the importance of interannual atmospheric
variability for the circulation downstream the Newfoundland Ridge.

To draw a clearer picture for the GSER, the zonal averages of 4° merid-
ional bands of the barotropic transport streamfunctions for DJF and the
two phases of the NAO are plotted in Figure 4.8 at longitudes upstream
the NES. Although both phases consists of only 50% of the DJF data, their
streamfunctions exhibit again remarkably similar profiles indicating a robust
DJF signal. Their major difference to the mean DJF pattern is a northward



4.3. VARIABILITY ASSOCIATED WITH NAO 43

Figure 4.7: Barotropic transport streamfunction of the DJF season separated
according to the state of the NAO (first two panel) and the mean DJF
streamfunction (bottom panel). Contour lines show the mean dynamic ocean
topography (Niiler et al., 2003) with an interval of 10 cm.
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Figure 4.8: Same as Figure 4.6 but for the DJF streamfunction and the
variability associated with the NAO upstream the NES. The envelopes cover
68.75% of the ensemble spread, where each ensemble consists of the DJF
streamfunctions associated with one NAO phase.



4.3. VARIABILITY ASSOCIATED WITH NAO 45

Figure 4.9: Same as Figure 4.8 but for profiles downstream the NES.
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(southward) shift of the recirculation gyres at 70°W and a southward (north-
ward) shift developing further downstream during positive (negative) NAO
winters, both being significant as can be judged from the ensemble distribu-
tions. From velocity profiles, repeatedly measured by ship sections upstream
of the NES over 4.5 years, Rossby and Gottlieb (1998) identified the domi-
nant mode of interannual variability as indeed the location of the jet axis and
not transport of the current. However, Joyce et al. (2000) found a positive
correlation of their GS path index and the NAO, i.e., a northward path shift
coincides with a positive NAO index. Since their index is based on an EOF
analysis of the annual average position of the 15 ◦C isotherm in 200m depth
it includes the effect of the interannual variability on path shifts during all
seasons. Therefore the effect of the NAO on the annual mean circulation was
determined by binning the seasonal data into yearly intervals starting on the
1stof December. Finally these yearly chunks are assigned to the NAO states
according to the NAO index of the winter they begin with and the average
of each state is computed. The similarity of the DJF and annual averaged
influences of the NAO (not shown) suggests that the response of the annual
circulation is either rather uniform over the whole year or dominated by the
DJF season. The apparent conflict with the results of Joyce et al. (2000)
can be solved by putting the eddy driven circulation into context with the
location of the mean jet axis. This suggests that during a positive phase
the mean circulation is pushed northward and enhanced at 70°W and 66°W
while it is decelerated at 68°W. During a negative phase, the transport is
pushed to the south at 70°W and 68°W and decreased at 66°W.

Where the GS crosses the NES (at 62°W), the interannual variability is
only very weak but there is still a significant increase of variability at the
location of the mean current. Further downstream the character of vari-
ability changes from latitudinal shifts to a pronounced amplification of the
DJF circulation pattern during positive NAO winters, shown in Figure 4.9.
Both the cyclonic and anticyclonic recirculation gyres are located in a way to
increase the mean transport and the interannual signal of the cyclonic recir-
culation cell is surprisingly significant for all shown sections. This is also true
for the strength of the anticyclonic cell south of the mean current, however,
only up to 56°W. But even far off the mean Stream path, at about 36°N to
37°N, there are significant differences between the ensemble distributions of
the two NAO phases. Finally, the impact of the NAO on annual averaged
streamfunction, introduced above, also suggest an increase of transport of
the mean current since the mean current axis coincides with downward slop-
ing streamfunction, although the amplitude is less pronounced than that of
the DJF signal. These apparent and significant differences of ocean trans-
port related to the changes of atmospheric circulation clearly supports the
idea of an quasi-instantaneous and therefore local response of the EMF to
the NAO.
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Discussion and Conclusion

The idea of EMF driving the recirculation gyres in the GSER is supported by
the results presented in Section 4.1. The relative importance of this forcing
to the other terms in the vorticity balance (3.13), i.e. mean flow advection
and JEBAR, is still not answered at this point. Both mean flow advection
(Fofonoff , 1954; Marshall and Nurser , 1986; Greatbatch, 1987) and JEBAR
(Holland , 1973; Mellor et al., 1982; Greatbatch et al., 1991) have been pro-
posed to explain the recirculation of the GS. Surface velocities derived from
satellite altimeter data can be used to produce an estimate of the effect of
mean flow advection. With identical assumptions about the vertical velocity
profile, the SWM can be used to estimate the barotropic transport due to
mean flow advection. The resulting streamfunction is shown in Figure 5.1.
It exhibits strong recirculation cells at the vicinity of the mean currents path
associated with bends of the stream. However, downstream of the NES these
recirculation cells are not strongly connected and do not form a closed along-
stream gyre. Upstream of the NES there is a recirculation cell on the warm
flank of the current. Since the SWM is linear, both the EMF experiment
and the mean flow advection experiment can be summed up and the result
(also shown in Figure 5.1) does show some improvement on the EMF case
when compared to the result of Bryan et al. (2007), especially upstream of
the NES and downstream of the Mann eddy. This is an indication that
in these regions the mean flow advection may be an important contribu-
tion to the vorticity balance (3.13) and can not be neglected. However, in
the Reynolds-averaged form, variability is solely captured by the EMF due
to the choice of a temporal invariant mean flow. Hence the results about
variability incorporate the effect of velocity variability on all timescales, not
only the effect of mesoscale eddies. It should be noted at this point that a
clearer distinction between the effect of the two types of variability, i.e. mean
flow and mesoscale eddies, could be made by defining the eddy velocity as
the high frequency tail of the velocity spectrum and the mean flow as the
residual. Assumptions about the cut-off frequency could be made from the
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Figure 5.1: Barotropic transport streamfunction Ψ in unit of Sverdrup
associated with the (EMF) long-term mean Reynolds stress (same as Figure 4.1),
(ADV) mean flow advection and (SUM) the sum of the latter two. (Bryan2007) is
the same as Figure 4.3. Mean dynamic ocean topography (Niiler et al., 2003) is
contoured in each plot with an interval of 10 cm.

decorrelation timescale of the surface velocity. Another approach was made
by Penduff et al. (2004) who computed EKE from the 12 month running
variance of the velocity data to exclude interannual variability of the mean
flow. However, since the time scales of seasonal fluctuation of the mean flow
and mesoscale turbulent motion overlap a clear distinction of these two can
not be achieved with any of the above mentioned methods.

In the vicinity of the separation point near Cape Hatteras and upstream
of it the sum of both momentum flux contributions to the barotropic trans-
port still disagree with both the mean dynamic ocean topography (Niiler
et al., 2003) and the results by Bryan et al. (2007). A possible explanation
is the influence of the JEBAR term. Greatbatch et al. (1991) demonstrated
that the JEBAR is capable of producing a anticyclonic recirculation cell at
the warm flank of the GS offshore and upstream of the separation point.
This suggests the importance of JEBAR in the vorticity balance near Cape
Hatteras.

As a consequence of the westerly momentum fluxed into the jet by
mesoscale eddies the mean jet core gets accelerated and tightened. Both
increase barotropic instability associated with the horizontal shear of the
background flow field and hence favour the conversion of mean kinetic en-
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ergy to EKE. The GS separates the relatively cold and fresh slope water
from the warm Sargasso Sea water (Csanady and Hamilton, 1988) and this
temperature front is maintained by mean flow advection. The temperature
flux associated with the eddies embodied by warm core rings on the cold
flank of the GS and cold core rings on its warm flank act to decrease the
sharpness of the temperature front. Therefore available potential energy will
be released due to mixing and baroclinic instability will decrease with in-
creasing eddy activity. In an average sense, the processes of production and
degradation of unstable conditions should balance and this balance could
control the sharpness of the thermal front which is of importance for climate
modelling (Minobe et al., 2008). Yet ocean components of modern climate
models are not able to resolve mesoscale oceanic motion, hence these mo-
tions have to be parameterised, usually by assuming a eddy diffusivity. In
the case of the GSER the eddy momentum diffusivity appears to be negative
since momentum is fluxed towards the jet core. The actual strength of eddy
momentum diffusivity seems to have a considerable amount of variation and
hence is likely to depend on the state of climate. However, the eddy diffusiv-
ity of tracer quantities, like temperature or salinity, is clearly positive, thus
momentum and tracer diffusivity have to be considered separately.

The results of the variability experiments bear difficulties due to the lack
of observations with which to assess transport. This is especially true for
the region downstream of the NES, of which the author is not aware of any
publication concerning seasonal transport variability. Upstream of the NES
the model lacks the seasonal variation due to JEBAR forcing even though
this is a region where JEBAR is thought to be important (Greatbatch et al.,
1991; Mellor et al., 1982).

The influence of the NAO on the NA circulation is often investigated in
the context of wind stress anomalies causing an enhancement of the subpolar
and subtropical gyre (DiNezio et al., 2009; Sturges and Hong , 2001; Marshall
et al., 2001) with implications for EKE (Brachet et al., 2004; Penduff et al.,
2004; Volkov , 2005). These gyre scale responses to wind forcing will have a
time lag of the order of a year (Brachet et al., 2004) or longer (Volkov , 2005;
Qiu and Chen, 2010) since adjustments to changed forcing conditions will be
propagated by baroclinic Rossby waves. At this point it is worth to mention
that the data time period reflects a mostly positive NAO phase on decadal
time scales. Due to the nonlinear nature of the problem the presented results
may only prove valid during similar conditions and some important features
like the spatial distribution of the EMF might change during more negative
or neutral NAO states, similar to the decadal modulation of the Kuroshio
Extension as reported by Qiu and Chen (2010). Clearly longer time series
of surface velocity data with similar temporal and spatial resolution are re-
quired to shed light on this question. Due to the long time lag, gyre scale
processes can not explain the modelled transport variability. More localised
effects have to be responsible for this quasi-instantaneous response to changes



50 CHAPTER 5. DISCUSSION AND CONCLUSION

of the atmospheric conditions as reported by Chaudhuri et al. (2009). Three
possible explanations are: (i) local Ekman pumping due to changes of wind
stress curl, which can tilt the pycnocline and therefore influence the baro-
clinic instability, (ii) the change of mechanical damping due to surface wind
fluctuations (Duhaut and Straub, 2006; Zhai and Greatbatch, 2007) and (iii)
thermal interaction with the atmosphere leading to a damping of thermal
anomalies associated with GS rings (Zhai and Greatbatch, 2006). The first of
these possibilities will have an effect on the production of EKE and therefore
the EMF, whereas the latter two affect the rate of dissipation of EKE, but to
assess their relative importance is beyond the scope of this thesis and should
be subject to further research.
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