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ABSTRACT

Major sudden stratospheric warmings (SSWs) are extreme events during boreal winter, which not only impact tropospheric weather up to three months but also can influence oceanic variability through wind stress and heat flux anomalies. In the North Atlantic region, SSWs have the potential to modulate deep convection in the Labrador Sea and thereby the strength of the Atlantic meridional overturning circulation. The impact of SSWs on the Northern Hemisphere surface climate is investigated in two coupled climate models: a stratosphere-resolving (high top) and a non-stratosphere-resolving (low top) model. In both configurations, a robust link between SSWs and a negative NAO is detected, which leads to shallower-than-normal North Atlantic mixed layer depth. The frequency of SSWs and the persistence of this link is better captured in the high-top model. Significant differences occur over the Pacific region, where an unrealistically persistent Aleutian low is observed in the low-top configuration. An overrepresentation of SSWs during El Niño conditions in the low-top model is the main cause for this artifact. Our results underline the importance of a proper representation of the stratosphere in a coupled climate model for a consistent surface response in both the atmosphere and the ocean, which, among others, may have implications for oceanic deep convection in the subpolar North Atlantic.

1. Introduction

During winter, the polar stratosphere is characterized by a westerly wind jet, the so-called polar night jet (PNJ), which marks the edge of the stratospheric polar vortex. Variability of the stratospheric polar vortex is determined by the breaking and dissipation of planetary-scale waves, which are generated in the troposphere and propagate upward into the stratosphere during moderate westerly wind regimes (Charney and Drazin 1961). Strong wave forcing from the troposphere can decelerate the PNJ or even reverse it, thereby leading to a breakdown of the normal stratospheric winter circulation. These stratospheric extreme events are termed major sudden stratospheric warmings (SSWs; Scherhag 1952). They are prominent examples of stratosphere–troposphere coupling in the Northern Hemisphere (NH), where they occur in two of every three years. SSWs are characterized by mid- to high-latitude stratospheric temperature and zonal wind anomalies propagating downward within a stratospheric extreme events are termed major sudden stratospheric warmings (SSWs; Scherhag 1952). They are prominent examples of stratosphere–troposphere coupling in the Northern Hemisphere (NH), where they occur in two of every three years. SSWs are characterized by mid- to high-latitude stratospheric temperature and zonal wind anomalies propagating downward within a

1 Strictly speaking, anomalies that are caused by wave–mean flow interaction at a certain level in the atmosphere do not physically propagate downward but lead to a different state of the background wind that influences wave propagation and dissipation. Thereby, waves are forced to penetrate to successively lower altitudes, depositing easterly momentum there, which leads to a signature that is commonly described as a downward propagation or descent of anomalies. We also use this terminology to illustrate the downward influence of SSWs, asking the reader to keep in mind that the processes of stratosphere–troposphere coupling are manifold and more complicated than a simple descent of anomalies.
few days and persisting for more than 60 days in the lower stratosphere and troposphere (Baldwin and Dunkerton 2001). They project onto the negative phase of the northern annular mode (NAM) or Arctic Oscillation (AO) at the surface (Baldwin and Dunkerton 1999, 2001; Kuroda and Kodera 1999), which is the dominant mode of NH geopotential height (GPH) variability in winter (Thompson and Wallace 1998, 2000). The tropospheric response to SSWs is zonally asymmetric, with stronger anomalies over the North Atlantic region as compared to the North Pacific (Hitchcock and Simpson 2014). The response can thus be well described by the negative phase of the North Atlantic Oscillation (NAO; Walker and Bliss 1932; Hurrell 1995), which is characterized by an equatorward shift of the tropospheric Atlantic jet, positive surface air temperature anomalies over the Labrador Sea region, and negative surface air temperature anomalies over northern Eurasia (Hurrell et al. 2003; Hitchcock and Simpson 2014; Kidston et al. 2015). A statistical connection between the phase of the NAO and SSWs was suggested by Baldwin et al. (1994) and Perlwitz and Graf (1995). Since SSWs influence the tropospheric circulation on time scales from a few days to a few months (Baldwin and Dunkerton 2001), they are particularly important for the representation of surface climate variability and have a large potential to improve (sub-) seasonal weather forecast and seasonal prediction in the extratropics, as suggested by Thompson et al. (2002) and Baldwin et al. (2003). It was shown by Sigmond et al. (2013) that a good representation of the stratosphere enhances predictability in a seasonal forecast system.

The preconditioning, life cycle, and tropospheric response to different types of SSWs have been studied extensively in the last decades (e.g., Perlwitz and Graf 1995; Limpasuvan et al. 2004; Charlton and Polvani 2007; Kodera et al. 2016). Several mechanisms have been proposed for the downward propagation of stratospheric circulation anomalies into the troposphere, that is, stratosphere–troposphere coupling. These mechanisms involve the nonlocal downward control of the tropospheric circulation by stratospheric wave forcing (Haynes et al. 1991) or potential vorticity change (Ambaum and Hoskins 2002; Black 2002), wave reflection (Perlwitz and Harnik 2003), and refraction (Hartmann et al. 2000; Limpasuvan and Hartmann 2000) as well as eddy feedbacks in the troposphere (Song and Robinson 2004; Kunz and Greatbatch 2013).

Blocking events over the Atlantic, the Pacific, and over the Eurasian continent as well as a strengthening of the Aleutian low and a positive pressure anomaly over Scandinavia have been shown to act as precursors to SSWs (Limpasuvan et al. 2004; Martius et al. 2009; Kolstad and Charlton-Perez 2011; Bancalá et al. 2012; Lehtonen and Karpechko 2016). The Aleutian low is known to be influenced by the El Niño–Southern Oscillation (ENSO; Philander et al. 1985) and Pacific decadal oscillation (PDO; Mantua et al. 1997). During the ENSO warm phase (El Niño), positive sea surface temperature (SST) anomalies in the equatorial Pacific cold tongue region coincide with negative SST anomalies in the central North Pacific (Trenberth 1997). At the same time, an enhanced Aleutian low is observed (Horel and Wallace 1981; Trenberth et al. 1998). It interferes constructively with the climatological stationary wave pattern, which is dominated by zonal wavenumber 1 (wave-1). This constructive or positive interference was shown to enhance upward planetary wave propagation, leading to a disturbance of the polar stratosphere after El Niño events (Manzini et al. 2006; Taguchi and Hartmann 2006; Ineson and Scaife 2009; Barriopedro and Calvo 2014). A similar pathway as during El Niño has been found for the positive phase of the PDO (Jadin et al. 2010; Hurwitz et al. 2012; Woo et al. 2015; Kren et al. 2016). Whereas the impact of ENSO on the climatological mean state of the polar vortex is well agreed on in the literature, ENSO’s influence on the occurrence of stratospheric extreme events, such as SSWs, which determine stratospheric variability, is not. Butler and Polvani (2011) showed that stratospheric polar temperature is positively correlated with the central equatorial Pacific SST (Niño-3.4 index), but the occurrence of SSWs is not. They find in reanalysis data the same probability for SSWs to occur during El Niño as La Niña winters. In neutral ENSO winters, the probability for SSW occurrence is only half as high.

Obviously, the Pacific Ocean is an interesting region with respect to the preconditioning of SSWs. It is less clear whether SSWs feed back on the Pacific Ocean. The literature suggests a stronger influence on the Atlantic region compared to the Pacific region (e.g., Garfinkel et al. 2013; Hitchcock and Simpson 2014). Here, we take a closer look at this issue. We explicitly consider the feedback of SSWs on the Pacific Ocean, which to our knowledge has not been addressed so far. In fact, previous studies on the effect of stratospheric circulation anomalies on the ocean focused solely on the Atlantic (Reichler et al. 2012; Manzini et al. 2012). Reichler et al. (2012) studied the connection between long-lasting extreme stratospheric polar vortex episodes and deep oceanic temperatures and the Atlantic meridional overturning circulation (AMOC). They found by means of a non-stratosphere-resolving (low top) global climate model that the AMOC maximum lags such stratospheric episodes by 8 to 10 years. Manzini et al. (2012) investigated the low-frequency effects of stratosphere–troposphere–ocean coupling in a stratosphere-resolving...
(high top) global climate model for 20-yr periods, which were dominated by either weak or strong polar vortex states. They also report a statistically significant correlation between low-frequency vortex variability and the AMOC. In their study, the AMOC lags by three years. Reichler et al. (2012) compare their low-top model results to a number of high- and low-top models participating in phase 5 of the Coupled Model Intercomparison Project (CMIP5) and find a stronger surface response in the high-top models. However, the AMOC response does not differ significantly between low- and high-top models.

Boville (1984) already pointed out that inaccuracies in the representation of the stratospheric PNJ in a climate model would affect the propagation of planetary waves and thereby the tropospheric circulation. The effect of the position of the model lid on planetary wave propagation was further studied by Shaw and Perlwitz (2010). They detected unrealistically strong wave reflection at the lower model lid particularly for wave-1, which they could reduce by parameterizing the effect of gravity waves in the low-top model. In a low- versus high-top model comparison [Community Atmosphere Model, version 3.0 (CAM3.0), vs Whole Atmosphere Community Climate Model, version 3 (WACCM3)], Sassi et al. (2010) attributed differences between the models’ tropospheric circulations to differences in the zonal-mean states of their respective stratospheres. The differences in the stratosphere were found to result from strong planetary-scale wave reflection close to the model lid in the low-top version (CAM3.0). Charlton et al. (2013) investigating CMIP5 models showed that stratospheric variability is much better represented in high-top models in comparison to low-top models, which has significant effects on the frequency of SSWs and persistence of their tropospheric impact. Lee and Black (2015) point out that the tropospheric response to extreme stratospheric polar vortex anomalies is very similar for high- and low-top models despite an anomalously weak vertical dynamical coupling in low-top models.

As pointed out above, previous studies agree on the fact that high-top models better represent stratospheric variability than low-top models, as they have a better capability to represent stratospheric dynamics, which greatly involves the representation of planetary wave propagation (Boville 1984; Sassi et al. 2010; Shaw and Perlwitz 2010). The degree to which the tropospheric response to extreme stratospheric events differs between models of varying stratospheric representation is not as clear (e.g., Charlton et al. 2013; Lee and Black 2015) and is addressed in detail in this paper. With respect to the oceanic response to extreme stratospheric events, recent studies only considered the Atlantic region (Manzini et al. 2012; Reichler et al. 2012). However, the Pacific Ocean can be influenced by SSWs as well, for example, through the buildup of blocking over the North Pacific due to wave reflection, as recently described by Kodera et al. (2016). A positive sea level pressure (SLP) signal over the North Pacific after SSWs has also been observed by Charlton and Polvani (2007) for vortex split events, whereas no significant response has been found for displacement events. This difference over the North Pacific, however, is not robust among different definitions of split and displacement events (Maycock and Hitchcock 2015). Hence, in contrast to the anomalously deep Aleutian low acting as a precursor to SSWs, there is no clear tendency for an anomalous SLP signal over the Aleutian low region following SSWs. In the Atlantic–European sector, on the other hand, studies agree on the negative NAO response to SSWs irrespective of the warming type (e.g., Limpasuvan et al. 2004; Charlton and Polvani 2007). Here, we study the tropospheric response to major SSWs in the Atlantic as well as in the Pacific sector.

Our focus is not on the low-frequency variability as in Reichler et al. (2012) and Manzini et al. (2012), as the length of our experiments does not allow for an investigation of dependencies on multidecadal time scales. Instead, we investigate how SSWs in early to midwinter [November–January (NDJ)] impact surface wind stress and turbulent heat fluxes and thereby the ocean characteristics in the North Atlantic and North Pacific on monthly to interannual time scales. We restrict the analyses to NDJ SSWs, as these have the largest potential to affect Labrador Sea deep convection that maximizes in March because the subsurface ocean takes up to two months to react to stratospheric events. As an indicator for oceanic deep convection, we use the monthly maximum mixed layer depth (MLD). MLD variability during late boreal winter is an important driver of the AMOC, which has been suggested on the basis of ocean model simulations by Eden and Jung (2001) and Eden and Willebrand (2001) and observations by Latif and Keenleyside (2011). In the Pacific Ocean, which lacks a deep overturning circulation, we do not consider MLD anomalies but investigate the effects of NDJ SSWs on the depth-integrated ocean circulation and SST. Finally, to estimate the role of the representation of the stratosphere for the surface response following NDJ SSWs we use a high-top and low-top model of the same model family. The representation of SSWs and their impacts is influenced by differences in the climatological background state between the models, planetary-scale wave propagation, and the states linked to different ENSO phases. The assessment of these properties is a focus of this study.
The outline of the paper is as follows: In section 2, we introduce the models and methods. The characteristics of SSWs in the models and their effects on the North Atlantic and North Pacific are described in section 3, and reasons for the different model behavior is discussed in section 4. We summarize the main results and present the main conclusions in section 5.

2. Data and methods

a. Model description

To assess the role of the stratosphere for NH surface climate variability, two climate models are used here: one includes the whole stratosphere up to the lower thermosphere (about 140 km), and the other only extends up to the middle stratosphere (about 40 km). The two climate models are from the same model family and were developed at the National Center of Atmospheric Research (NCAR). Both NCAR models participate in CMIP5.

The high-top model is the Community Earth System Model, version 1 (CESM1), with WACCM, version 4, as the atmospheric component. This setup is referred to as CESM1(WACCM) by Marsh et al. (2013). The low-top model version is the Community Climate System Model, version 4 (CCSM4; Hurrell et al. 2013), which uses the Community Atmosphere Model, version 4 (CAM4; Neale et al. 2010), as the atmospheric component. Further details on the atmospheric components are given below.

The two climate models incorporate the same ocean, sea ice, and land model components (Hurrell et al. 2013). The ocean [Parallel Ocean Program, version 2 (POP2)] and sea ice model [Community Ice Code, version 4 (CICE4)] have a nominal latitude–longitude resolution of 1°; the ocean model has 60 vertical levels. The land model is the Community Land Model, version 4 (CLM4). A central coupler is used to exchange fluxes between the different components. We refer to Hurrell et al. (2013) and the references therein for further details.

The atmospheric components

The physics in CAM4 and WACCM are basically the same. However, in WACCM, additional processes are included, such as the parameterization of nonorographic gravity waves, etc. (Marsh et al. 2013). WACCM additionally employs a turbulent mountain stress (TMS) parameterization, which estimates mountain stress due to unresolved orography (Richter et al. 2010). Including TMS in WACCM substantially improves the frequency of SSWs during NH winter (Richter et al. 2010; Marsh et al. 2013). WACCM is a chemistry climate model and as such incorporates a fully interactive chemistry scheme: the Model for Ozone and Related Chemical Tracers, version 3 (MOZART3; Kinnison et al. 2007).

Here, WACCM is used in its standard configuration with a latitude–longitude resolution of 1° × 2.5°. It uses a finite volume dynamical core, has 66 vertical levels with variable spacing, and an upper lid at 5.1 × 10^-6 hPa (about 140 km) that reaches into the lower thermosphere (Garcia et al. 2007). The same horizontal resolution as in WACCM is used in CAM4. This is different from the CMIP5 version of CCSM4 where the horizontal resolution is higher (0.95° × 1.25°) and hence orography better resolved. To account for the lower horizontal resolution in the CAM4 version used here, we include the TMS parameterization from WACCM. This setting was also used in Marsh et al. (2013) and is referred to as the WACCM setting of CCSM4 (CCSM4-WSET). CAM4 has 26 vertical levels and an upper lid at 3.54 hPa (about 40 km). The 18 tropospheric levels below 100 hPa are identical in WACCM and CAM4.

In the following, we will refer to the CESM1(WACCM) simulation as the high-top simulation and to the CCSM4-WSET simulation as the low-top simulation. A summary of the model setups is given in Table 1.

Both the high-top and low-top model configuration use the CMIP5 preindustrial control settings and a 150-yr-long simulation is performed with each model. Greenhouse gases (GHGs) and ozone depleting substances (ODSs) are held constant at 1850 levels. Solar variability and volcanic aerosols are not included. The models are not capable of generating the quasi-biennial oscillation (QBO), and QBO nudging was not applied, either. The model output was deseasonalized by subtracting long-term daily or monthly climatological means and the residuals are referred to as anomalies.

b. Methods

We adopt the SSW definition of the World Meteorological Organization (WMO; e.g., Andrews et al. 1987)
and concentrate on SSWs occurring in NDJ. Major SSWs are defined to occur when the zonal-mean zonal wind between November and April reverses sign at 60°N and 10 hPa, that is, changes from westerly to easterly. The central date (or onset) of the event is the first day with a wind reversal. We also include the temperature criterion in the definition, namely, the zonal-mean temperature difference between 60°N and the pole at 10 hPa has to be positive for at least five consecutive days. To avoid double counting of events, one central date cannot be followed by another one within a 20-day period (Charlton and Polvani 2007). To exclude final warmings, the described criterion only leads to the identification of a SSW if the westerly wind recovers for at least 10 consecutive days prior to 30 April (Charlton and Polvani 2007) and exceeds a threshold of 5 m s\(^{-1}\) (Bancalá et al. 2012). With this method, we identify 41 (22) NDJ SSWs and 30 (24) SSWs in February–April (FMA) in the high-top (low-top) model. If not stated otherwise, FMA SSWs and final warmings are excluded from the analysis. The results are robust and the same conclusions can be drawn when the whole winter season is considered (not shown).

For comparison we use the 40-yr and interim European Centre for Medium-Range Weather Forecasts Re-Analysis products [ERA-40 (Uppala et al. 2005) and ERA-Interim (Dee et al. 2011)] combined into one dataset. Following Blume et al. (2012), the datasets were merged in 1979, in our case on 1 April 1979. The combined dataset, referred to as “ERA” hereafter, resolves the stratosphere up to 1 hPa and spans the period from 1958 to 2015.

Atmospheric and oceanic variability linked to SSWs are displayed in the form of composites for selected variables before, during, and after SSW onset. We use monthly data in most analyses as ocean variables are only available with monthly resolution. Monthly data are considered appropriate for assessing the ocean response to the atmospheric forcing. The month in which the onset of the SSW occurs is termed the central month or month of onset. Statistical significance is tested using a Monte Carlo approach (e.g., von Storch and Zwiers 1999) similar to the methodology used in de la Torre et al. (2012). We used 10,000 randomly produced central months to calculate composites. Statistical significance at the 95% level is reached when the composites exceed the 2.5rd or 97.5th percentile of the distribution drawn from the composites.

We used the Niño-3.4 index following the definition by Trenberth (1997) to define the state of ENSO during SSWs. An El Niño (La Niña) is identified when the 5-yr running mean of normalized SST anomaly in the Niño-3.4 region (5°N–5°S, 170°–120°W) exceeds (falls below) a threshold of 0.4 (−0.4) for six consecutive months or more (including the central month of the SSW). All other cases are considered as neutral ENSO conditions.

3. Results

a. Representation of SSWs

Figure 1 compares the polar cap temperature anomalies (Figs. 1a,c,e) as well as the zonal-mean zonal wind signals at 60°N (Figs. 1b,d,f) for all NDJ SSWs in the high-top (Figs. 1a,b) and low-top model (Figs. 1c,d) from 60 days before to 120 days after the event. The bottom panels (Figs. 1e,f) show the differences between the two simulations. Warming starts at a higher altitude in the high-top model compared to the low-top model. It reaches the lower stratosphere and upper troposphere with a lag of a few days and persists there for about 70 days in the high-top model (Fig. 1a) and for more than 80 days in the low-top model (Fig. 1c). Overall, temperature anomalies occur earlier, are stronger (by up to 10 K above 5 hPa), and show a more pronounced descent over time in the high-top model (Fig. 1e). Consistent with the polar cap temperature anomalies, the zonal-mean zonal wind at 60°N (Figs. 1b,d,f) depicts a more abrupt, more pronounced, and more persistent wind reversal in the high-top compared to the low-top model. These differences reach down to the surface but with much reduced amplitude (Fig. 1f). Although the low-top model is capable of producing major SSWs, their characteristics differ considerably from those of the high-top model, which is in better agreement with observations (cf. e.g., Fig. 7 in Hansen et al. (2014)).

The SSW frequency in the high-top model (Fig. 2a, blue bars) is very close to the ERA data (gray bars), whereas the low-top model (green bars) underestimates the occurrence of SSWs, especially during December and January. Note that we solely consider preindustrial control runs. The SSW frequency in the high-top model amounts to 0.48 events per winter, in the low-top model to 0.31 events per winter (Fig. 2b), and in the ERA to 0.59 events per winter.

b. Surface connection

Figure 3 shows the SLP anomalies (color shading) associated with the NDJ SSWs in the high-top (Figs. 3a–d) and low-top (Figs. 3e–h) model for different lags with respect to the month of the SSW onset. Statistically significant SLP anomalies are shown in color. The black contours depict the climatological SLP field simulated in the two models. One month before the onset of the SSWs (lag −1), both the Aleutian low and an anomalous high over Scandinavia, known precursors of SSWs, are
enhanced in both model configurations. However, the anomalously high SLP over Eurasia is located too far southeast in the high-top model compared to the results from Lehtonen and Karpechko (2016). Its location and amplitude is better captured in the low-top model. At the onset of the SSWs (lag 0), a clear negative NAO pattern starts to develop in both models, with a weakening of the Icelandic low and the Azores high. Over the Pacific, both models still simulate an anomalously strong Aleutian low. One month later (lag +1), both models
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**Fig. 1.** NDJ SSW composites with respect to the central date (lag 0) in (a),(b) the high-top model, (c),(d) the low-top model, and (e),(f) the difference between high- and low-top model for polar cap (≥60°N) temperature anomalies in (a), (c), and (e) and zonal-mean zonal wind at 60°N in (b), (d), and (f). Temperature anomalies range from −10 to +10 K with a shading interval of 1 K for the individual models and from −5 to +5 K with a shading interval of 0.5 K and a contour interval of 1 K for the model difference. Negative contours are gray and represent values ≤ −0.5 K; positive contours are black representing values ≥0.5 K. Zonal-mean zonal wind ranges from −30 to +30 m s⁻¹ with a shading interval of 3 m s⁻¹ for the individual models and from −15 to +15 m s⁻¹ with a shading interval of 1.5 m s⁻¹ and a contour interval of 3 m s⁻¹ (negative contours are gray and represent values ≤ −1.5 m s⁻¹; positive contours are black representing values ≥ 1.5 m s⁻¹) for the model difference.

**Fig. 2.** SSW relative frequency given in events per year for the high-top (blue) and low-top (green) model, as well as for the combined ERA data (gray) for the (a) individual boreal winter months and (b) whole boreal winter season. The error bars indicate the standard error for the monthly frequencies and the 95% confidence interval, based on the standard error, for the winter mean frequency.
feature the strongest negative NAO-like SLP pattern (Figs. 3c,g) but strongly differ over the Pacific sector. While in the low-top model, the negative SLP anomaly over the Aleutian low region is strongest at this time; the high-top model no longer shows a statistically significant signal over the North Pacific. Two months after the onset of the SSWs (lag 1), the negative NAO-like signal decays in both models but is still more pronounced in the high-top model (Figs. 3d,h). At this time, the anomaly over the North Pacific also disappears in the low-top model.

To summarize, a negative NAO-like SLP anomaly is found in both models, peaking one month after the SSW onset. In contrast to the low-top model, there is a clear restriction of the SLP response to NDJ SSWs to the Atlantic–European sector in the high-top model. The differences between the high-top model and the low-top model are relatively small over the North Atlantic but with the high-top model exhibiting a more persistent SLP response.

c. The Atlantic Ocean

Consistent with a negative NAO phase, at the beginning of the SSWs (lag 0) easterly wind stress anomalies occur over the midlatitude North Atlantic in both models (arrows in Fig. 4a), indicating a weakening of the prevailing westerlies. The weaker westerlies in conjunction with reduced cold air advection from the northwest drive reduced oceanic heat loss over the Labrador Sea, as indicated by the negative turbulent heat flux anomalies starting at the time of the SSW onset (lag 0) and peaking at lag +1 (Fig. 4a). As expected from the aforementioned results, the persistence of the heat flux anomalies is slightly larger in the high-top model than in the low-top model. We note that the models’ Labrador Sea deep convection site is, as in many other climate models, simulated too far south in comparison to observations (Lavender et al. 2002; Heuzé 2017). The link between SSWs, NAO, surface wind stress, and turbulent heat flux agrees well with the findings of Reichler et al. (2012). As their study focused on the impact of strong polar vortex events, they describe anomalies with opposite signs. We also calculated the anomalies associated with strong vortex conditions, and these are of opposite sign compared to those shown in Figs. 3 and 4 (not shown). Reichler et al. (2012), focusing on a low-top model simulation, also compared a number of low-top and high-top CMIP5 models, and, consistent

![Fig. 3. NDJ SSW composites of SLP anomalies (shading) and the corresponding climatological SLP field (contour lines) in hPa for the (a)–(d) high-top and (e)–(h) low-top model for the month prior to the SSW (lag –1 month), for the month in which the SSW occurs (lag 0), and for the two months following the SSW (lag +1 month and +2 months). The shading interval is 0.5 hPa. Colored areas are significant at the 95% level as computed from a bootstrapping test (see text for details).](image-url)
with our results, found a stronger surface response in the high-top models. We find in addition a larger persistence of the surface signals in the high-top model, which could possibly have a larger influence on the ocean.

Following SSWs, the MLD is shallower than normal in the subpolar North Atlantic (Fig. 4b). The largest MLD anomalies are simulated in the Labrador Sea region and south of Greenland, consistent with the regions of strongest turbulent heat flux anomalies (Fig. 4a). Statistically significant MLD anomalies start to appear one month after the SSW onset (lag +1). MLD anomalies maximize at lag +2, and again the high-top model shows slightly stronger and more persistent anomalies compared to the low-top model. Considering that the onset of the SSWs occurs between November and January, a lag of one month represents the months of December to February and a lag of two months, when the signal is even stronger, the months of January to March. Deep convection takes place in late winter and early spring; shallowing the MLD during this time of year may weaken North Atlantic Deep Water formation and thus the AMOC. Because of the relatively short simulations (150 years), we do not investigate the direct response of the AMOC here, but refer to earlier studies that report that a weak (strong) stratospheric polar vortex could weaken (strengthen) the AMOC with a time delay of a few years (Manzini et al. 2012; Reichler et al. 2012).

In summary, statistically significant influences of major NDJ SSWs on the North Atlantic surface climate and upper-ocean variability are simulated in both models. They are slightly more pronounced and persistent in the
high-top model as compared to the low-top model. In both model configurations, a major SSW is followed by anomalies typical for a negative NAO phase, which have the potential to weaken the AMOC via well-known mechanisms.

**d. The Pacific Ocean**

Figure 5 depicts anomalies of selected variables over the Pacific before, during, and after NDJ SSWs. The strengthening of the Aleutian low (Fig. 5a) prior to and
during the onset of NDJ SSWs is associated with wind stress curl anomalies (not shown) that influence the gyre circulation, as indicated by the barotropic streamfunction (BSF; Fig. 5b). The signature of the BSF differs between the models. In the high-top model, there is a pronounced northward extension of the subtropical gyre, which is not the case for the low-top model. Enhanced turbulent heat flux from the ocean to the atmosphere in the northern North Pacific (positive anomalies; Fig. 5c) is found in both models and can be largely explained by the surface wind changes implied by the SLP anomalies (Fig. S1 in the online supplemental material), which is consistent with the study of Cayan (1992). The negative SST anomalies in the mid-latitudes (Fig. 5d) are a result of this enhanced oceanic heat loss. We find these characteristics in both models before and during the SSW onset, but they differ in position and are more pronounced in the high-top model.

As discussed above, the largest discrepancies between the low-top and the high-top model are found one month after the SSW (lag +1), with the low-top model simulating a significant strengthening of the Aleutian low (Fig. 5a) that is seen neither in the high-top model nor in observations. This anomalous Aleutian low signature in the low-top model is associated with an intensification of both the subtropical and the subpolar gyre (inferred from the BSF; Fig. 5b). At lag +1, the strongest heat flux anomalies (Fig. 5c) are also found in the low-top model, characterized by anomalously strong oceanic heat loss in the central North Pacific and reduced oceanic heat loss off the coast of Alaska. These heat flux anomalies lead to negative SST anomalies in the central North Pacific and to positive SST anomalies off the northwest coast of the North American continent (Fig. 5d), which is reminiscent of the SST signature during a positive PDO phase. Noteworthy also is the El Niño–like SST signal that develops in the tropical Pacific during the SSW in the low-top model. Westerly wind anomalies at the equator (supplemental Fig. S1) weaken the prevailing trade winds, which leads to a positive SST anomaly (Fig. 5d) due to reduced equatorial upwelling.

The different positioning and particularly the strengthening of the Aleutian low after NDJ SSWs in the low-top model leads to statistically significant differences in the surface and subsurface signals of the Pacific Ocean in the SSW composite compared to those in the high-top model (Fig. 5). In observations, the Aleutian low region is either characterized by a weakening or by no significant change after SSWs (e.g., Baldwin and Dunkerton 2001; Limpasuvan et al. 2004; Charlton and Polvani 2007; Lehtonen and Karpechko 2016; Butler et al. 2017). The behavior of the Aleutian low following major SSWs is thus better captured in the high-top model.

It is well known that the Aleutian low region is also influenced by the conditions in the tropical Pacific. El Niño conditions strengthen the Aleutian low, whereas La Niña conditions weaken it. We therefore have a closer look at the distribution of ENSO states in the SSW composites derived from the two models (Table 2). Whereas La Niña, El Niño, and neutral ENSO conditions occur at similar rates during NDJ SSWs in the high-top model (El Niño: 34.1%, La Niña: 31.8%, neutral ENSO: 34.1%), there is a strong asymmetry in the low-top model (El Niño: 45.5%, La Niña: 4.5%, neutral ENSO: 50%). Here, almost all SSWs occur either during neutral ENSO or during El Niño conditions. Only one SSW occurs during La Niña conditions. Butler and Polvani (2011) demonstrated from reanalysis data that the probability for SSWs to occur during El Niño conditions is as large as during La Niña conditions, but only half as large during neutral ENSO conditions. Compared to these figures, the number of SSWs during neutral ENSO conditions is too high in both models investigated here. Part of this difference is attributed to the fact that we only consider NDJ SSWs. When considering the extended winter season [November–March (NDJFM)], the number of SSWs occurring during either El Niño or La Niña conditions increases relative to that during neutral ENSO conditions (numbers in parenthesis in Table 2). Regarding the ratio of SSWs during El Niño and SSWs during La Niña winters, the high-top model performs better than the low-top model. In the high-top model, the almost equal number of El Niño and La Niña winters in the SSW composite cancels their opposite effects on the Aleutian low (Butler et al. 2014). In the SSW composite derived from the low-top model, the virtually absent La Niña influence leads to an overrepresentation of the El Niño signal on the Aleutian low. We note that these differences between the

<table>
<thead>
<tr>
<th>ENSO state</th>
<th>Number of SSW in NDJ (NDJFM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High top</td>
</tr>
<tr>
<td>El Niño</td>
<td>14 (23)</td>
</tr>
<tr>
<td>La Niña</td>
<td>13 (27)</td>
</tr>
<tr>
<td>Neutral ENSO</td>
<td>14 (20)</td>
</tr>
</tbody>
</table>
high-top model and low-top model NDJ SSW composites remain when considering the whole winter season (not shown).

4. The impact of the representation of the stratosphere

We summarize the major differences in the behavior of the high-top and the low-top model as follows:

The high-top model

- better represents frequency and timing of SSWs and
- better captures the descent of anomalies following SSWs, which leads to more persistent NAO-like anomalies in the North Atlantic.

The low-top model

- shows a more persistent response in the North Pacific region, characterized by an anomalously strong Aleutian low one month after the SSW onset and
- exhibits a tendency for SSWs to occur during El Niño conditions rather than during La Niña conditions.

In this section, we address the reasons for these differences.

a. Climatological differences

Compared to the high-top model, the low-top model simulates a stronger mean stratospheric and weaker and slightly northward-shifted mean tropospheric jet in NDJ (Fig. 6a), which qualitatively agrees with a study by Sassi et al. (2010) using older versions of CAM and WACCM (see supplemental material for a more detailed comparison). The stronger stratospheric westerlies in the low-top model hinder upward planetary wave propagation (Charney and Drazin 1961), suggesting that a larger upward wave forcing is needed to sufficiently decelerate the westerlies to enable SSW development.

A hint for stronger planetary wave forcing in the low-top model is the larger amplitude of the climatological wave-1 in the mid- to high-latitude stratosphere compared to the high-top model (supplemental Fig. S2a). Since wave-1 dominates the climatological quasi-stationary planetary wave signature (e.g., Lubis et al. 2016), we concentrate the investigation of planetary-scale wave behavior to this wavenumber. The phase of wave-1 (supplemental Fig. S2b) indicates a westward tilt with height in both NCAR models in the stratosphere poleward of about 30°N, which is associated with upward wave propagation. In the low-top model, the westward tilt with height decreases toward higher latitudes. This feature was attributed to anomalous wave reflection close to the model lid in the older version of CAM (Sassi et al. 2010). It is associated with stronger Eliassen–Palm (EP) flux divergence close to the model lid and therefore also with stronger westerly acceleration and strengthening of the PNJ. We find a qualitatively similar but weaker behavior in the newer CAM version (supplemental Figs. S2c,d) and conclude that spurious wave behavior close to the low-top model top...
contributes to the differences in the stratospheric polar vortex strength between the models.

The strength of the PNJ influences vertically propagating planetary waves. To investigate the wave propagation behavior in the high-top and low-top model in more detail, we use time-lagged singular value decomposition (SVD) correlation analysis, which is based on studies by Perlwitz and Harnik (2003) and Lubis et al. (2016). Using the SVD technique, the leading pattern of covariance between one stratospheric (10 hPa) and one tropospheric level (500 hPa) was computed for wave-1 GPH anomalies at different lags (stratospheric level lagging/leading from −15 to +15 days). This time-lagged SVD analysis was carried out for overlapping 3-month seasons to capture the seasonal characteristics. Correlations between the time coefficients of the leading SVD pattern were determined to evaluate the upward and downward wave coupling characteristics for the high- and the low-top model [Fig. 6b; see Lubis et al. (2016) for more details]. Negative (positive) lags indicate that the stratospheric (tropospheric) wave field is leading. Overall, correlations in the low-top model (Fig. 6b) are higher than in the high-top model for both stratospheric and tropospheric leads, suggesting stronger upward and downward planetary wave coupling in the low-top model. Stronger upward wave propagation (positive lags) introduces additional variability into the stratosphere in the low-top model that from time to time facilitates the emergence of major SSWs despite the stronger westerly mean flow.

b. SSW preconditioning and evolution

The differences in the mean state already hint at why the representation of SSWs and their impacts differs between the high-top and low-top model. The low-top model is characterized by a stronger PNJ during NDJ, which hinders SSW development. This is consistent with the lower frequency of SSWs in the low-top model in comparison to the high-top model or observations (Fig. 2). A larger planetary wave forcing as shown in the climatological mean (Fig. 6) is necessary in the low-top model to enable the emergence of SSWs and could be achieved by a strengthening of the Aleutian low.

To test this hypothesis, we calculated lagged SSW composites of the anomalies and climatological values of the eddy GPH wave-1 component averaged over 40°–60°N as a function of height and longitude (Fig. 7). The region of 40°–60°N was chosen as it represents the latitude range of the Aleutian low in the North Pacific (Fig. 5). When the climatological wave and its anomalies agree (disagree) in sign, the anomalies enhance (diminish) the climatological wave, which is referred to as “positive (negative) interference.” It can be inferred from Fig. 7 that the climatological wave-1 structure (contour lines) is characterized by a westward tilt with height at all lags, which is less pronounced in the low-top model close to the model lid in agreement with the difference in the phase tilt discussed previously. This indicates that upward wave propagation dominates in both models from October until February. One month before the onset of the SSW (Fig. 7; lag −1), the climatological structure is enhanced by wave-1 GPH anomalies (color shading) in both models (positive interference), which results in enhanced upward wave propagation as expected prior to a large disturbance of the stratospheric polar vortex. The negative GPH anomaly at about 500 hPa in the longitude range of

![Fig. 7. NDJ SSW composites for the wave-1 component of eddy GPH anomalies (shading) and climatological fields (contours; positive: black, negative: gray; zero contour is bold) in m, averaged over 40°–60°N before (lag −1 month), during (lag 0), and after an SSW (lag +1 month) for the (top) high-top model and (bottom) low-top model.](image-url)
180°–220°E is consistent with a stronger Aleutian low. A better alignment of GPH anomalies and the climatology lead to stronger positive interference in the low-top model. This supports the assumption that an SSW in the low-top model is preceded by stronger upward wave forcing in the Aleutian low region relative to the high-top model (Fig. 7; lag −1). This can be confirmed by the vertical component of the EP-flux vector (Fz; supplemental Fig. S3) showing a stronger upward planetary wave forcing in the latitude band of the Aleutian low (40°–60°N) preceding SSWs in the low-top model compared to the high-top model.

At the time of the SSW onset (Fig. 7; lag 0), positive interference between the wave-1 anomalies and the climatological stationary wave pattern weakens in both models. The anomalies start to tilt eastward with height in the middle and upper stratosphere, especially in the low-top model, leading to negative interference with the climatological wave field. This indicates a decrease in upward wave propagation in that region, that is, anomalous downward wave propagation. This signal is stronger in the low-top model and might be influenced by the different wave behavior at the lower model lid, as suggested by the climatological mean (section 4a).

One month after the SSW onset (Fig. 7; lag +1) negative interference, that is, reduced upward wave propagation, dominates in the stratosphere in both models. In contrast to the high-top model, positive interference in the Aleutian low region in the troposphere is still supporting upward wave propagation in the low-top model.

In summary, SSWs in the low-top model are preceded by a longer lasting and stronger upward wave propagation compared to the high-top model. This is required because of the stronger PNJ in the low-top model. El Niño events favor the deepening of the Aleutian low and therefore facilitate upward planetary wave forcing. This may explain why more SSWs occur during El Niño conditions than during La Niña conditions in the low-top model composite. It surely is very important to have this extra source of wave activity in the low-top model to enable SSWs. Nevertheless, there is about an equal number of SSWs occurring during neutral ENSO and El Niño conditions (Table 2). This implies that other factors also contribute to the preconditioning of SSWs.

c. Neutral ENSO

To separate the impact of ENSO from the tropospheric SSW signal, we will now consider only those SSWs that evolve during neutral ENSO conditions. Restricting the analysis to neutral ENSO winters neglects the stratospheric El Niño pathway (e.g., Ineson and Scaife 2009). However, neutral ENSO composites may be still the best possibility to detect the ENSO-undisturbed SSW downward influence.

Neutral ENSO SSW composites for lag +1 are depicted in Fig. 8. They are composed of 14 events for the high-top model and 11 events for the low-top model. The most striking difference of the stronger Aleutian low in the low-top model in the “full” SSW composite (Fig. 3g) no longer exists for the neutral ENSO composite (Fig. 8a), suggesting that it was due to the dominance of El Niño. The negative NAO-like SLP signal over the Atlantic region under neutral ENSO conditions only is strong and statistically significant in the high-top model after the SSW onset (Fig. 8a), which indicates that the high-top model better simulates stratosphere–troposphere coupling during neutral ENSO conditions. This has implications for the response of the North Atlantic Ocean: wind stress, heat flux, and MLD anomalies also are more prominent in the high-top model at this stage (Figs. 8b,e). We therefore conclude that during neutral ENSO conditions, the impact of SSWs on deep convection in the subpolar North Atlantic Ocean is stronger in the high-top model. The NAO-like signal in the “full” composite (Fig. 4) calculated from the low-top model is almost absent in the neutral ENSO composite. This suggests that a large part of the signal shown for the low-top model in Fig. 4 is strongly connected to El Niño and not solely due to SSWs.

5. Conclusions

In this study we investigated the connection between major stratospheric sudden warmings (SSWs) in November–January (NDJ) and surface climate anomalies in the North Atlantic and North Pacific regions. We also discuss the implications of these anomalies for the ocean circulation in the two basins. A special focus is on the comparison between a high-top model configuration, CESM1(WACCM), and a low-top model configuration, CCSM4-WSET, of the NCAR climate model family in order to investigate the importance of the representation of the stratosphere for surface climate variability. Only preindustrial control simulations are considered with the two models, each 150 years long. The main findings can be summarized as follows:

- The representation of SSWs in terms of frequency, downward propagation, and SLP response is closer to observations and more persistent in the high-top model compared to the low-top model (Figs. 1–3).
- The lower SSW frequency in the low-top model is attributed to stronger mean-state westerlies over the winter stratosphere (Fig. 6), which requires stronger planetary wave forcing to initiate SSWs (Figs. 6, 7).
The stronger Aleutian low in the low-top model favors stronger upward wave propagation associated with positive interference between wave-1 geopotential height (GPH) anomalies and the climatological wave structure (Fig. 7).

SSWs are favored during El Niño conditions in the low-top model. This leads to an unrealistically high abundance of El Niño events in the low-top model (Table 2).

Over the North Pacific Ocean, only SSW precursor effects (Fig. 5) but no SSW downward effects are detected (Fig. 8a).

Over the North Atlantic Ocean, a clear negative NAO-like SLP signal is detected in both models (Fig. 3), which reduces oceanic heat loss (Fig. 4), leading to a shallower-than-normal maximum mixed layer depth (MLD) two months after the SSW (Fig. 4). The MLD anomalies are slightly stronger and more persistent in the high-top model.

During neutral ENSO conditions, the NAO and MLD response following SSWs only is significant in the high-top model, suggesting that this model better simulates stratosphere–troposphere coupling (Fig. 8).

Our results confirm that there is a stratospheric influence on the North Atlantic Ocean that could possibly enable an impact on the AMOC as proposed by Reichler et al. (2012) and Manzini et al. (2012). Because of the restricted length of our simulations (150 years), we do not address the low-frequency variability of the AMOC. The significant difference in the number of SSWs between the high-top model and low-top model and the larger impact of neutral ENSO SSWs on North Atlantic MLD in the high-top model may result in a different AMOC response to SSWs between the models on longer time scales.

With our study, we confirm earlier findings that the surface response of SSWs is strongest in the North Atlantic region (e.g., Garfinkel et al. 2013; Hitchcock and Simpson 2014).

The observed differences in the climatological state between the two model versions and the connected planetary wave behavior, however, can have important consequences for the representation of surface climate variability, especially with regard to the regional influences of stratospheric variability. Our results demonstrate a better represented and more persistent SSW impact on the North Atlantic during neutral ENSO conditions in the high-top model. In the low-top model, the spurious persistence of the Aleutian low over the Pacific after SSWs is mainly due to the artifact that a large portion of the SSWs occur during El Niño conditions. We suggest that this overrepresentation of SSWs during El Niño conditions in the low-top model is favored by the poorer representation of the stratosphere. In particular, the stratospheric polar vortex is too strong and hence requires a stronger planetary wave forcing to initiate SSWs in that model. However, the stronger planetary wave forcing only is effective in generating the required upward wave propagation if the El Niño teleconnection pattern in the North Pacific (i.e., the Aleutian low) and the location of the SSW precursor region positively interfere (Garfinkel et al. 2012). A pattern correlation between these two effects in the two model configurations analyzed here reveals that the influence of El Niño on the SSW precursor region is indeed stronger in the low-top model (supplemental Fig. S4).

If the different SSW precursor regions are influenced by the representation of the stratosphere and whether the deficiencies in stratosphere–troposphere coupling during
neutral ENSO conditions in the presented low-top model are reproducible in a larger low-top model ensemble and characteristic of other low-top models remains to be investigated.
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