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Abstract 6 

Spatial and temporal variations of nutrient-rich upwelled water across the major eastern bound-7 

ary upwelling systems are primarily controlled by the surface wind with different, and sometimes 8 

contrasting, impacts on coastal upwelling systems driven by alongshore wind and offshore 9 

upwelling systems driven by the local wind-stress-curl. Here, concurrently measured wind-fields, 10 

satellite-derived Chlorophyll-a concentration along with a state-of-the-art ocean model simula-11 

tion spanning 2008-2018 are used to investigate the connection between coastal and offshore 12 

physical drivers of the Benguela Upwelling System (BUS). Our results indicate that the spatial 13 

structure of long-term mean upwelling derived from Ekman theory and the numerical model are 14 

fairly consistent across the entire BUS and closely followed by the Chlorophyll-a pattern. The var-15 

iability of the upwelling from the Ekman theory is proportionally diminished with offshore dis-16 

tance, whereas different and sometimes opposite structures are revealed in the model-derived 17 

upwelling. Our result suggests the presence of sub-mesoscale activity (i.e., filaments and eddies) 18 

across the entire BUS with a large modulating effect on the wind-stress-curl-driven upwelling off 19 

Lüderitz and Walvis Bay. In Kunene and Cape Frio upwelling cells, located in the northern sector 20 

of the BUS, the coastal upwelling and open-ocean upwelling frequently alternate each other, 21 

whereas they are modulated by the annual cycle and mostly in phase off Walvis Bay. Such a phase 22 

Early Online Release: This preliminary version has been accepted for publication 
in Journal of the Physical Oceanography, may be fully cited, and has been assigned 
DOI The final typeset copyedited article will replace the 
EOR at the above DOI when it is published. 
 
© 20 American Meteorological Society 21 

10.1175/JPO-D-20-0297.1.

Brought to you by LEIBNIZ-INSTITUT FUER OSTSEE- | Unauthenticated | Downloaded 07/29/21 04:28 PM UTC

mailto:hadi.bordbar@io-warnemuende.de
mailto:Ocean.Circulation@gmail.com


Accepted for publication in Journal of Physical Oceanography. DOI 2 
 

relationship appears to be strongly seasonally dependent off Lüderitz and across the southern 23 

BUS. Thus, our findings suggest this relationship is far more complex than currently thought and 24 

seems to be sensitive to climate changes with short- and far-reaching consequences for this vul-25 

nerable marine ecosystem.  26 
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1- Introduction 27 

Similar to other major upwelling systems, any changes in the intensity and timing of upwelling 28 

and associated nutrient flux have different and sometimes contrasting impacts on the growth of 29 

individual phytoplankton size-classes across the Benguela Upwelling System (BUS; Rykaczewski et 30 

al., 2008; Lamont et al., 2019). In fact, this determines the regional diversity and population of 31 

the commercially valuable pelagic fishes (Rykaczewski et al., 2008). Given the increased observa-32 

tional evidence concerning natural and anthropogenic climate change across the BUS (Doney et 33 

al., 2012; Bachelery et al., 2016; Bonino et al, 2019), sensitivity of the local upwelling (e.g., timing, 34 

intensity, duration) to the regional surface atmospheric flow is of great ecological and socio-eco-35 

nomic importance. 36 

The BUS is characterized by distinctive features compared with other main eastern boundary 37 

upwelling systems (Fig. 1). It is identified with a perennial upwelling across its northern part and 38 

a strong seasonal cycle across the southern part which peaks between November and March (Ba-39 

kun and Nelson 1991; Shannon and Nelson 1996; Duncombe Rae 2005; Lass and Mohrholz 2008; 40 

Junker et al., 2017). It is bounded both southward and northward by warm waters (Shannon and 41 

Nelson 1996; Hutchings et al. 2009; Bachelery et al., 2016; Lamont et al., 2019). In the southern 42 

flank across the southern tip of Africa (Fig.1), it meets warmer and saltier waters carried by the 43 

swift Agulhas Current with large variability in the form of sub-mesoscale eddies (Lass and 44 

Mohrholz 2008; Hutchings et al. 2009; Rubio et al., 2009; Bachelery et al., 2016). In the northern 45 

flank, it is bordered by warm and nutrient-enriched waters transported by the poleward Angola 46 

Current (Shannon, 1985; Hutchings et al. 2009; Bachelery et al., 2016; Koseki et al. 2019). 47 
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Ocean dynamics controls the strength of the upwelling which affects the availability of nutrients, 48 

the primary production, and consequently the abundance and the diversity of pelagic fishes (Bar-49 

low et al., 2005; Lamont et al., 2019). Ekman transport driven by alongshore equator-ward winds 50 

over the southwestern African coast pushes surface coastal waters offshore (Shannon, 1985; Lass 51 

and Mohrholz, 2008). Near the coast, a narrow-band of upwelling forms which brings nutrient-52 

enriched water into the euphotic zone (Shannon, 1985; Fennel, 1999; Siegfried, et al., 2019). This 53 

type of upwelling is known as Ekman coastal upwelling. Its fast vertical velocity favors large-cell 54 

phytoplankton with high nutrient demands (Rykaszewski et al., 2008; Lamont et al., 2019). Given 55 

the predator-prey body size relationship, the zooplankton communities are, thus, driven towards 56 

large size species which primarily shapes the aquatic food web (Rykaczewski et al., 2008; Was-57 

mund et al., 2014; Lamont et al., 2019). Further offshore, the slow wind-stress-curl-driven (WSCD) 58 

upwelling supports a lower rate of nutrient flux to the euphotic zone (Shannon 1985; Fennel 2007; 59 

Mazzini et al., 2013; Jacox et al., 2018). This favors small-size species with enhanced surface-to-60 

volume ratio and high adaptability to nutrient-limited environments (Johnson, 1976; Hense and 61 

Beckmann, 2008; Rykaczewski et al., 2008; Acevedo-Trejos et al., 2015). Consistently, the phyto-62 

plankton communities across the BUS feature a shift from the nearshore dominance of fast-grow-63 

ing species (e.g. diatoms) to more abundant small species (e.g. dinoflagellates) towards the open-64 

ocean (Barlow et al., 2005; Barlow et al., 2006; Wasmund et al., 2014). Recently, a seesaw behav-65 

ior between the abundance of the small- and the large-cell species across the BUS has been re-66 

ported (Lamont et al., 2019). This might be related to the fact that the coastal upwelling and the 67 

WSCD upwelling are not necessarily in phase. In turn, they appear sometimes completely out of 68 

phase (Jacox et al., 2018). Such a phase-relationship may drive systematic transitions from larger 69 

species dominance to smaller species dominance or vice versa which can alter the structure of 70 
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the regional aquatic food web (Doney et al., 2012; Lamont et al., 2019). Hence, the relationship 71 

between the rapid coastal upwelling and the slow WSCD upwelling is of vital importance for the 72 

regional primary production. 73 

Ekman coastal upwelling and that associated with the wind-stress-curl are not readily discernible 74 

and often spatially overlapping (Lamont et al., 2019). More importantly, they are not the exclusive 75 

drivers of the regional upwelling. Mesoscale and sub-mesoscale ageostrophic processes (e.g., ed-76 

dies, filaments, fronts, internal waves) play an important role in the time and space evolution of 77 

the BUS through horizontal and vertical advection, shaping the nutrient distribution and enhanc-78 

ing mixing (Lass and Mohrholz 2008; Veitch et al., 2010; Bettencourt et al., 2012; Muller et al., 79 

2013; Veitch and Penven 2017; Lamont et al., 2019). For example, cyclonic sub-mesoscale eddies 80 

intensify the upwelling and cause shoaling of the pycnocline/nutricline in the open-ocean waters. 81 

The opposite is true for anti-cyclonic eddies (Lamont et al., 2019). Further, a strong horizontal 82 

density contrast associated with coastal upwelling is formed at the base of the mixed layer depth 83 

which largely influences mixing and diabatic processes (de Szoeke and Richman 1984). Also, flow-84 

topography interactions, coastal geometry, and cross-shore geostrophic transport may alter the 85 

size and spatial pattern of the upwelling on different timescales (Mazzini and Bart, 2013). More-86 

over, the development and propagation of coastal Kelvin waves arising from alongshore wind-87 

stress variability can entirely shut down the coastal upwelling whereas it has little impact on the 88 

offshore ocean dynamics (Fennel 1999; Fennel et al., 2012). 89 

In this study, we explore the relationship between the temporal evolution of the coastal and the 90 

WSCD upwelling. We also investigate the impacts of mesoscale and sub-mesoscale ocean dynam-91 

ics on these two types of upwelling and their relationship. To this end, we first examine the 92 
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upwelling estimated by using the analytical methodology based on Ekman theory applied to ob-93 

served surface wind data. We, additionally, analyze the output of a state-of-the-art forced ocean 94 

circulation model with sufficiently high resolution to simulate mesoscale dynamics and partially 95 

resolve sub-mesoscale instabilities. This allows us to examine how the interplay among different 96 

upwelling drivers, which are excluded in the Ekman theory but captured by our numerical model 97 

(eddies, filaments, fronts, internal waves), alters the regional upwelling and where the Ekman 98 

theory can adequately represent the upwelling. Altogether, this approach is a trade-off between 99 

the complexity of a full analytical solution (Fennel 1999) and missing contribution to upwelling 100 

from processes not covered by the Ekman theory. With a particular focus on the phase difference, 101 

we assess the relationship between the time evolution of rapid coastal upwelling and slow WSCD 102 

upwelling in the Ekman theory together with the results of the high-resolution model. 103 

Our paper is structured as follows. We first describe the observational data in section 2-1. Section 104 

2-2 presents the model and our experimental set-up. The details of conceptual Ekman theory are 105 

described in 2-3. The performance of the numerical model is evaluated by using different obser-106 

vational records in 3-1. Long-term means of the simulated and analytical upwelling are presented 107 

in section 3-2. The spatial pattern of variability over the entire BUS and the linkage between 108 

coastal and offshore (i.e., WSCD in the analytical theory and open-ocean in the model) upwelling 109 

are discussed in section 3-3. The time series of coastal, analytical WSCD, and modeled open-ocean 110 

upwelling for several cross-shore transects are displayed and discussed in section 3-4. We sum-111 

marize our results in section 4. 112 

 113 

 114 
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2- Methods and materials 115 

2-1 Observational data 116 

Among available surface wind products, we choose the observational wind at 10m height above 117 

the sea surface (U10) from ASCAT products, in which C-Band scatterometer sensors were used to 118 

measure the ice-free ocean surface roughness (Ricciardulli and Wentz 2016). In fact, the surface 119 

roughness is a function of surface wind vectors. To retrieve the wind speed and direction from 120 

the ocean surface roughness, a numerical approach termed as Geophysical Model Function with 121 

a special focus on ASCAT records has been developed and used (Ricciardulli and Wentz 2016). The 122 

swath data are mapped on a 0.25°x0.25° regular grid and are daily composites from data of three 123 

days. Our analysis covers the 11-year period from 2008 to 2018. The climatological annual cycle 124 

of ASCAT wind vectors represents temporal and spatial patterns very consistent with other 125 

available observational wind products (Desbiolles et al., 2017). ASCAT mission is a running 126 

program with publicly accessible near-real-time data at the time of this study which facilitates the 127 

real-time estimate of wind-driven upwelling. Such a fast evaluation of the upwelling state meets 128 

the needs of researchers in different disciplines of ocean science who might need a real-time 129 

estimate of upwelling when they are on the cruise. We assumed a neutral boundary layer and 130 

calculated the wind-stress (τ) from the daily ASCAT wind and using the commonly-used bulk 131 

formula given by 132 

𝜏 = 𝜌𝑎𝑐𝐷𝑈10
⃗⃗ ⃗⃗ ⃗⃗  . 𝑈10.                                                                                     (1) 133 

ρa and cD are surface air density and non-dimensional drag coefficient, respectively, and assumed 134 

to be constant at 1.23kgm-3 and 0.0013 (Gill 1982). 135 
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In addition, daily satellite-based Chlorophyll-a (Chl-a) concentration and Sea Surface Temperature 136 

(SST) data sets with 4km spatial resolution were taken from MODIS-Aqua products (NASA 137 

Goddard Space Flight Center 2018b). We also used the daily SST field from NOAA satellite OIv2 138 

measurements (Reynolds et al., 2007). We mainly used the observed SSTs to validate the 139 

performance of the model. To this end, we compute the SST-based upwelling index over the BUS. 140 

This index is defined as the zonal SST contrast between coastal and open-ocean areas (Zhaoyun 141 

et al., 2012; Benazzouz et al., 2014) as follow: 142 

𝑆𝑆𝑇𝑖𝑛𝑑𝑒𝑥 = 𝑆𝑆𝑇𝑐𝑜𝑎𝑠𝑡 − 𝑆𝑆𝑇𝑜𝑝𝑒𝑛−𝑜𝑐𝑒𝑎𝑛
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅                                       (2) 143 

SSTopen-ocean is computed as the average over 500-600km offshore. 144 

High Chl-a values (>30 mg m-3) are very likely biased in post-processing algorithms employing 145 

atmospheric corrections (e.g., cloud coverage, fog, and aerosol dust) or due to nearshore turbid 146 

water. As in similar studies (Thomas et al., 2012; Mohrholz et al., 2013), we considered the Chl-a 147 

values near the coast, with cross-shore distance less than 9km, as well as suspiciously high values 148 

(>30 mg m-3) as noise and flagged them as missing values. 149 

In order to validate the performance of the numerical model, AVISO daily satellite altimetry date 150 

sets with 0.25° horizontal resolution for the 1993-2018 period (https://cds.climate.copernicus.eu) 151 

along with daily tide gauge measurements from the University of Hawaii Sea Level Center 152 

(https://uhslc.soest.hawaii.edu) are additionally used (Caldwell et al., 2015; Clementi et al., 153 

2019). Among different satellite altimetry products, absolute dynamic topography (ADT), defined 154 

as the local deviation of sea surface height from the geoid, is chosen and analyzed. The deviation 155 

of observed ADT and simulated sea surface height from their areal average over the model 156 

domain are computed and termed as Dynamic Sea Level (DSL; Greatbatch, 1994; Bordbar et al., 157 
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2015). The main reason for choosing the DSL comes back to the fact that we considered 158 

Boussinesq approximation (i.e., conservation of volume rather than mass) in the model 159 

simulation. Thus, sea-level displacement associated with changes in the density of the water 160 

column is not properly captured by the model (Greatbatch, 1994). With respect to the tide gauge 161 

records, time series of the research quality relative sea surface height from Simon’s Town, Walvis 162 

Bay, Port Sonara, Takoradi, Ascension Island, and Macae stations for the available time period 163 

that matches the period of model simulation (i.e., 1992-2018) are analyzed. 164 

We used the General Bathymetric Chart of the Oceans (GEBCO) data from https://www.gebco.net 165 

in our numerical simulation (Fig. S1). The GEBCO seafloor bathymetry data was obtained from the 166 

aggregation of a number of internationally and nationally measured or estimated seafloor 167 

topography data by using General Mapping Tools (GMT) routines. These seafloor topographic 168 

maps are mostly derived from direct measurements of single or multi-beam echo-sounders 169 

during regular regional surveys. GEBCO has a spatial resolution of 15 arc seconds (GEBCO 170 

Bathymetric Compilation Group, 2019). This data shows a shelf structure well comparable with 171 

echo soundings from cruises. Several seamounts and deep canyons on the Namibian shelf (Fig. 172 

S1) were identified as artifacts and were smoothed out using the etopo5-Data as reference. 173 

2-2 Ocean-Model Simulation 174 

We employed the Modular Ocean Circulation Model MOM-5, (Griffies, 2007), forced by 175 

observational ocean-atmosphere momentum, heat and mass fluxes, and the river runoff. This 176 

model is a B-grid hydrostatic model and is run using the Boussinesq approximation in our 177 

integration. Prognostic variables are horizontal ocean velocity, sea-level elevation, conservative 178 

temperature, and salinity. Vertical velocity is a diagnostic variable. Density and pressure in the 179 
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water column are calculated from the TEOS-10 equation of state in hydrostatic approximation. 180 

For horizontal and vertical turbulent mixing, the Smagorinsky and the k-profile schemes were 181 

employed (Large et al., 1994). The latter includes the diagnosis of a mixed and a mixing layer 182 

depth. The vertical coordinates were z*-coordinate (Griffies, 2007), which reduces numerical 183 

mixing from the undulating sea surface. The numerical integration was carried out with 1200 184 

second baroclinic time step, the barotropic split is 100 seconds. 185 

To account for the interaction between the tropical and subtropical Atlantic and impacts of the 186 

South Atlantic subtropical gyre, Agulhas current, southeast Atlantic central water mass, the model 187 

domain covers the Atlantic from 35°S to 12°N. Near the southwest African coast, which covers 188 

the BUS region, the resolution in the east-west direction is approximately 5km and slowly 189 

stretched to 15km westward. The latitudinal resolution is 5km in the BUS and extended to 8km 190 

northward. The vertical resolution near the ocean surface is sufficiently high to capture internal 191 

wave dynamics on the shelf. It starts from about 3m near the surface and reaches to about 10m 192 

at 300m depth, but is further stretched below. Overall, the model consists of 118 vertical levels. 193 

This experimental set-up is capable of adequately resolving the mesoscale and permits some sub-194 

mesoscale ocean dynamics (e.g. sub-mesoscale eddies and filaments), equatorial waves, coastal 195 

trapped Kelvin waves, and associated mass and heat transports. 196 

The time series of the main river discharges are taken from https://hybam.obs-mip.fr/. The ocean 197 

bathymetry is taken from GEBCO and is mapped onto the model grid by bilinear interpolation. 198 

The atmospheric momentum flux is estimated by using 6-hourly Cross-Calibrated Multi-Platform 199 

(CCMP2) data with 0.25°x0.25° resolution (Atlas et al., 2011, Wentz et al. 2015). This data set was 200 

obtained from a combination of several wind field products and covers a longer period compared 201 
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with ASCAT. Thus, forcing the model by CCMP2 data over a long period (i.e., 16 years) before the 202 

onset of ASCAT records enables the model to reach a statistically equilibrium state in 2008. 203 

CCMP2 wind products are not available as real-time data and are updated bi-annually. Across the 204 

model domain, it shows very close values to ASCAT that is the base of our analytical consideration 205 

over 2008-2018. Atmosphere-ocean heat and freshwater fluxes (i.e., evaporation and 206 

precipitation) are estimated from ERA-interim reanalysis with 0.25°x0.25° horizontal resolution 207 

using the bulk formulas of Beljaars et al. (1995). The prescribed quantities such as air pressure, 208 

temperature, and humidity were converted into the ocean model horizontal grid using bilinear 209 

interpolation. An exception is the wind field that was interpolated with the bicubic method to 210 

reduce artifacts in the wind-stress-curl pattern induced by interpolation. It should be here 211 

reminded that, unlike ASCAT data, CCMP2 includes wind field on lands. Such an interpolation 212 

likely leads to a smooth transition from the land to the nearshore wind field. All fluxes are 213 

calculated on the ocean model grid. The integration was carried out from 1992 to 2018. Here, we 214 

mainly analyzed the model results between 2008 and 2018 and took the vertical velocity at the 215 

base of mixed layer depth in the model output as the measure of upwelling intensity (McCreary 216 

1981; Jacox et al., 2018). 217 

The model employs open boundary conditions at the northern and southern boundaries. To 218 

incorporate the impacts of physical processes outside the domain, the potential temperature and 219 

salinity with 10-day time step and sea surface height with 12-hour time step were taken from the 220 

ECCO (Estimating the Circulation and Climate of the Ocean) modelcube-92 (www.ecco-221 

group.org). Since Agulhas rings are obviously underestimated in the model (see Fig. 2) but known 222 

to contribute significantly to the heat and mass transport over the very southern part of the BUS 223 
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(Veitch et al., 2010; Veitch and Penven 2017), we conjecture possible impacts on the upwelling 224 

variability and take a very cautious interpretation of model results for this area. 225 

We termed offshore upwelling in the model as open-ocean upwelling which is the equivalent of 226 

WSCD upwelling in the analytical theory. Similar to previous model studies (Veitch et al., 2010; 227 

Veitch and Penven 2017; Bonino et al., 2019), we use observed SST and the DSL to evaluate the 228 

performance of the numerical model.  229 

2-3 Coastal and offshore upwelling 230 

According to the Ekman theory of wind-driven ocean circulation, ocean surface waters with 231 

homogenous density structure subjected to a persistent surface wind stress undergo a steady 232 

motion governed by a balance between the Coriolis force from their motion and wind-induced 233 

vertical flux of horizontal momentum (Ekman 1905). The eastward (UE) and northward (VE) 234 

vertically-integrated wind-driven volume transport per unit length is obtained as: 235 

𝑈𝐸 =
𝜏𝑦

𝜌𝑤𝑓
                    𝑉𝐸 =

−τ𝑥

𝜌𝑤𝑓
                                                       (3) 236 

ρw and f are seawater density and the Coriolis parameter, respectively. 𝜏𝑥  and 𝜏𝑦 are zonal and 237 

meridional wind stress, respectively. f is negative on the southern hemisphere.  238 

Southwest African coasts are overall meridionally oriented and features a dominant equatorward 239 

surface atmospheric flow, which is persistent throughout the year and causes offshore transport 240 

(Hart and Currie 1960; Shannon 1985; Small et al., 2015). Given the cross-shore divergence of the 241 

transport near the coast, the displaced water is replaced by the convergence of alongshore 242 

transport or by upwelled water into the Ekman layer (Mazinni et al., 2013; Muller et al., 2014; 243 

Jacox et al., 2018). It is important to note that the Ekman balance is disturbed near the coast 244 
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(supplementary S-1). Due to the existence of the coast, the offshore transport and associated 245 

divergence are compensated by vertically upwelled transport, when the alongshore current is 246 

spatially uniform. This compensation of the divergence of the seaward flow by the vertical flow 247 

occurs across an offshore distance of about the first baroclinic Rossby radius of deformation, R. 248 

(McCreary 1981; Fennel, 1988, Fennel 1999; Mazinni et al., 2013; Jacox et al., 2018). Given the 249 

fact that the Ekman balance is disturbed right at the coast, an additional surface transport 250 

emerges which is in opposite direction to the Ekman transport and guaranties the coastal 251 

boundary condition (𝑈(𝑥 = 0) = 0; see Supplementary S-1). The small component from the 252 

barotropic mode and variations of R from density changes due to upwelling (de Szoeke and 253 

Richman 1984) is not considered here.  254 

Independent of the presence of the coast, a spatially-heterogeneous wind field leads to a 255 

divergence or convergence of the Ekman transport which additionally forces water in the upper 256 

ocean to lift upward to the surface or pump downward to the deep ocean (Johnson 1976; Pickett 257 

and Padaun 2003). In the f-plane approximation (i.e., f is assumed to be invariant with latitude), 258 

this type of upwelling, referred to as Ekman pumping or WSCD upwelling (wcurl), reads: 259 

𝑤𝑐𝑢𝑟𝑙 =
1

𝜌𝑤𝑓
(
𝜕𝜏𝑦

𝜕𝑥
−

𝜕𝜏𝑥

𝜕𝑦
)                                                                  (4) 260 

To compute the upwelling related to the coastal divergence (wc), we first compute the Ekman 261 

transport associated with surface wind field in each ocean grid point. To account for the effects 262 

of coastal orientation on the cross-shore transport (Fig. S2), we compute the inner product 263 

between the vector of coastal Ekman transport and the line orthogonal to the local coastline 264 

which is termed the cross-shore Ekman transport (𝑈𝑐𝑟𝑜𝑠𝑠−𝑠ℎ𝑜𝑟𝑒; Pickett and Padaun 2003). One 265 

should keep in mind that near the coast (x=0) the Ekman balance is disturbed (See Supplementary 266 
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S-1). In theory, if the meridional component of wind is considered as alongshore wind, 
𝜏𝑥=0
𝑦

𝜌𝑓
 gives 267 

the integrated coastal divergence of Ekman transport. 268 

We utilized the observational-based R with 1°x1° resolution computed by Chelton et al. (1997). It 269 

is particularly large over the northern sector of the BUS where the stratification is strong and f 270 

(i.e., the Coriolis force) is relatively small (Fig. S3). We regrid this data with respect to ASCAT data 271 

using the bilinear interpolation. If the Rossby radius of deformation near the coast was missing, 272 

the value from the nearest grid point with the same latitude was used. The grid sizes are 0.25° 273 

and smaller than R. 274 

To compute the coastal upwelling from ASCAT data, we assume that, first, the total offshore 275 

transport is compensated in a coastal distance equal to R and, second, the vertical velocity 276 

decreases exponentially with cross-shore distance (Fennel 1999; Jacox et al., 2018). Given the 277 

course resolution of ASCAT data, we assume the vertical water velocity in the coastal distance of 278 

R decreases to 10% of the velocity near the coast. Thus, the velocity in the coastal distance smaller 279 

than R is obtained using following formula (Supplementarry Info. Eq.22): 280 

𝑤𝑐 =
2.07×𝑈𝑐𝑟𝑜𝑠𝑠−𝑠ℎ𝑜𝑟𝑒

𝑅1
𝑒

2.3026 
𝑥

𝑅1                                                             (5) 281 

In which x and Ucross-shore denotes the coastal distance and cross-shore Ekman transport, 282 

respectively. Note that x is considered to be negative in east to west direction. At offshore 283 

distances larger than R, the vertical velocity associated with coastal Ekman transport becomes 284 

zero. This estimate is in a good agreement with theory of Benguela upwelling developed by Fennel 285 

et al. (1999) (see Supplementary S1). 286 
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To compute the WSCD upwelling, we first calculate the wind-stress-curl. If a grid point on land 287 

was involved, it was set to missing data. Thus, we excluded the nearest grid points to the coast 288 

and computed the Ekman pumping elsewhere over the ocean. 289 

The values of wcurl and wc, were merged to a single date set and termed as “analytical theory”. 290 

Thus, within the coastal distance between 0.25° and R, the WSCD and coastal upwelling are 291 

overlapping in the analytical approach. In theory, integrated coastal upwelling (W; Table S1) is 292 

included both WSCD upwelling and the integrated coastal divergence of Ekman transport. 293 

However, the contribution of WSCD upwelling in the nearest grid cell to the coast is neglected 294 

here. The volume of upwelled water in each grid cell is estimated as the product of upwelling 295 

velocity and grid-cell area. A summary of different upwelling related variables is given in table S1. 296 

3- Results and discussion 297 

In this section, we first compare the numerical model results with observational records to 298 

validate model outputs. Thereafter, we assess the narrow band rapid coastal upwelling and slow 299 

offshore upwelling along the southwestern coast of Africa (Fig. 1) with special interest in their 300 

temporal relationship. In this context, we examine the spatial structure of the mean-state and 301 

variability of the upwelling together with its temporal evolution in the model experiment and the 302 

analytical theory.  303 

3-1 Model validation 304 

We first compare the mean-state and variability of the modeled and the observed DSL for the 305 

1993-2018 period (Fig. 2). It stands for the large-scale circulation in the central water masses. The 306 

variability is estimated from the Standard Deviation (Std) of 5-day mean values. In general, the 307 
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spatial pattern of the mean-state ocean topography, shown by the DSL, is well represented by the 308 

model (Fig. 2). Important aspects of the large-scale ocean circulation such as zonal asymmetry 309 

across tropical Atlantic, which is associated with equatorial currents and equatorial ocean 310 

dynamics, the zonal contrast across the South Atlantic, which represents the strength and the 311 

structure of the South Atlantic subtropical gyre, and relatively low sea level across the southwest 312 

African coast are well reproduced by the model. The amplitude of the zonal contrast across the 313 

southern sector is slightly underestimated by the model which means the subtropical gyre might 314 

be weaker in the model. In addition, the eastward intrusion of the high DSL over the southern 315 

sector is smaller in the model. The main difference is the high ocean topography over the 316 

southwest Atlantic which is weaker and located further north in the model. With respect to the 317 

spatial pattern of the variability, the model result compares fairly well with the satellite-derived 318 

data. Large DSL variability over the western and eastern tropical Atlantic is well captured by the 319 

model. The spatial pattern of modeled and observed variability over the southern sector shares 320 

many similarities. However, the level of variability in this part is smaller in the model. The 321 

variability of sea level elevation near the southern boundary of the model domain with Agulhas 322 

current and associated rings is not well represented. Due to the numerical properties of the open 323 

boundary conditions, water from the Indian Ocean enters the model domain too far west and 324 

stays mostly away from the African coast. Relative to the observation, the simulated cold 325 

upwelled water tends to extend farther seaward off the Cape Columbine cell (Fig. S4). This may 326 

have some connections to the reduced Agulhas rings in the model. This limitation makes the 327 

model simulation less reliable for the southernmost part of the BUS. For the rest of the domain, 328 

the general pattern of SST mean-state and variability in the model and observation compare fairly 329 
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well (Fig. S4). Remarkable, the large meridional SST gradient over the ABFZ is captured well by the 330 

model. 331 

We also examine the time evolution of simulated DSL (Fig. S5,6). To this end, we first compare 332 

the modeled DSL with several locally measured tide gauge records (Fig. S5). We also compare the 333 

time series of 5-day mean modeled and observed DSL across several regions (Fig. S6). Overall, the 334 

model simulation and tide gauge measurements are significantly correlated in all selected 335 

stations. The correlation between the model and tide gauge records in Walvis Bay and Simon’s 336 

Port located within the BUS is about 0.59 and 0.47, respectively (Fig. S5). The areal average of 337 

simulated and observed DSL over the western equatorial Atlantic, Atlantic Niño region, northern 338 

and southern BUS are evolved very closely (Fig. S6). Overall, the model simulation can explain a 339 

considerable part of the observed sea-level variability.  340 

We additionally compare the spatial pattern of the mean-state and variability of the SST-based 341 

upwelling index (see Methods) in the model and observation (Fig. S7). The modeled index is based 342 

on water temperature at 1.5 depth, which is the shallowest vertical level of the model, whereas 343 

it is based on SST in the observational estimates. In spite the fact that the observed SST is more 344 

affected by local atmospheric forcing (i.e., radiation and evaporative cooling) the spatial pattern 345 

of the observed and modeled mean and variability compare relatively well (Fig. S7). Remarkable 346 

in this respect is the difference between the results of Aqua-Modis and Reynols SST which 347 

suggests a large observational uncertainty. The time series of modeled and observed SST-based 348 

index over the northern and southern BUS zones evolved very closely and represent significant 349 

correlations (Fig. S7). 350 

 351 
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3-2 The upwelling mean-state 352 

Figure 3 compares the spatial pattern of the annual mean (2008-2018) vertical water velocity, as 353 

a measure for the strength of upwelling, obtained from the numerical model and the analytical 354 

model. The long-time mean of remotely measured Chl-a concentration and surface wind fields 355 

are overlaid. In general, the simulated and analytical vertical velocities are broadly consistent in 356 

which coastal upwelling is generally intense over the entire domain and characterized by several 357 

distinct localized upwelling cells centered close to Kunene, Cape Frio, Walvis Bay, Lüderitz, and 358 

Cape Columbine. Kunene and Lüderitz coastal cells show more intense upwelling compared with 359 

other cells. This is in good agreement with previous studies (Lutjeharms and Meeuwis, 1987; 360 

Nicholson, 2010; Small et al., 2015; Jury 2017) and most likely due to the orography and the large 361 

localized land-sea temperature contrast, which can intensify the wind-stress locally. Despite the 362 

fact that the analytical consideration neglects several processes like propagation of coastally 363 

trapped Kelvin waves, topographic and coastal geometry impacts, cross-shore geostrophic flow, 364 

coastal upwelling in the model and analytical theory have very similar structures. With regard to 365 

the Kunene cell, the local subduction of Angola Current over the Angola-Benguela front can 366 

significantly reduce the upwelling locally which is not considered in the analytical theory. Overall, 367 

this result illustrates the dominant role of the coastal Ekman dynamics along the southwestern 368 

coast of Africa which can overshadow the impacts of other contributors on sufficiently long-term 369 

average. An exception is the Kunene upwelling cell, where the analytical approach gives much 370 

stronger coastal upwelling than the numerical model. This is partly due to poleward-directed 371 

Kelvin waves that tend to reduce coastal upwelling (Fennel, 1988, 1999). These Kelvin waves 372 
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arising from the strong meridional gradients in the meridional wind field that are neglected in our 373 

analytical analysis. 374 

An equatorward broadening of the open-ocean upwelling is an integral feature of the BUS (Fennel 375 

et al., 2012) that is well reproduced by the model and analytical theory. Analogously, the 376 

phytoplankton-rich belt (i.e., Chl-a concentration > 0.5 mg m-3) along the coast widens up 377 

equatorward. This provides a coherent signature with the structure of the wind-driven upwelling. 378 

It also features two relatively wide bands centered near Orange River and slightly north of Walvis 379 

Bay where the shelf widens (Fig. S1). It is worth noting that phytoplankton biomass is also 380 

influenced by solar radiation, turbulent mixing, and nutrient flux (Lamont et al. 2019). Thus, such 381 

a consistent spatial pattern underlines the profound impacts of physical upwelling which provides 382 

the feeding opportunity for plankton communities. However, the offshore extension of the 383 

upwelling region in the analytical theory and the numerical model are slightly different. The 384 

offshore upwelling center between Lüderitz and Walvis Bay is slightly wider and stronger in the 385 

numerical model with reference to the analytical theory. This difference might be attributed to 386 

mesoscale and sub-mesoscale ocean processes across the region impacting the vertical water 387 

transport (Bettencourt et al. 2012). However, this result reflects the prevailing impact of Ekman 388 

dynamics compared with other drivers of the upwelling over the long-term average across the 389 

southwest African coast.  390 

Over the coastal distance of R, the coastal and the WSCD upwelling overlap. It is important once 391 

again to bear in mind that the wind-stress-curl in the nearest grid cell to the coast was set to the 392 

missing value in our analytical theory. Hence, the contribution of the coastal and WSCD upwelling 393 

can be quantified over limited area north of Walvis Bay (Fig S8). North of Walvis Bay and near the 394 
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northernmost sector of the BUS, a significant proportion of the nearshore upwelling is associated 395 

with the WSCD upwelling (Fig. S8). Given the horizontal resolution of ASCAT data compared with 396 

the local R, a reliable estimate of this contribution with adequately high spatial resolution remains 397 

a challenge. 398 

Fig. 4 displays the annual average of vertical water velocity from the model and the analytical 399 

theory, the observed Chl-a concentration, meridional surface wind velocity together with ocean 400 

depth in seven cross-shore transects. Sign and magnitude of the wind-stress-curl across the BUS 401 

are determined to a great extent by the zonal variation of the meridional wind velocity (Fennel et 402 

al. 2012). The coastal drop-off in the meridional wind velocity is the major contribution to the 403 

wind-stress-curl. It occurs over narrower bands in the southern BUS (Hondeklip Bay, Cape 404 

Columbine) but extends much further offshore in the northern BUS (Cape Frio, Walvis Bay). A 405 

particular exception to that is found off the Kunene mouth, where the wind starts to decline near 406 

the coast (Fig. 4a). Despite the simplicity of the analytical approach, its outcome shares many 407 

similarities with the numerical model results. This reflects the dominant role of Ekman dynamics 408 

across the entire BUS on the long-time average. In general, the analytical theory renders larger 409 

values near the coast relative to the model output. This difference is more pronounced in the 410 

Kunene, Cape Frio, and Orange River cells. This overvaluation is potentially due to the spatially 411 

coarse resolution of the ASCAT observed wind field (0.25°x25°) which prohibits an adequately 412 

fine-resolution estimate of coastal upwelling. As pointed out by Lamont et al. (2019), a steep 413 

inshore-offshore gradient in Chl-a concentration, associated with the seaward reduction of the 414 

vertical water velocity, is revealed in all transects. The nearshore Chl-a concentration in Walvis 415 
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Bay, Orange River, and Cape Columbine, where the continental shelf is relatively broad, appears 416 

to be large compared with other transects. 417 

3-3 The upwelling variability 418 

To get an overview of the upwelling variability and to further check the consistency between the 419 

model and our analytical approach, we next examine the Std of the simulated and analytical 420 

monthly mean vertical water velocities as a measure for the variability (Fig. 5). Unlike the spatial 421 

pattern of the long-term mean (Fig. 3), the spatial maps of variability computed from the model 422 

and analytical theory show remarkable differences. The model offshore variability across the 423 

entire domain is nearly one order of magnitude larger than that derived from the analytical 424 

approach (Fig. 5a,b). The presence of sub-mesoscale filaments and eddies across the region could 425 

be very likely behind this difference (Bettencourt et al. 2012). In fact, sub-mesoscale dynamics is 426 

known to exert profound influences on the near-surface vertical velocity, and associated upward 427 

nutrition flux into the euphotic layer, which is not taken into account in the analytical estimate. 428 

Offshore waters near Walvis Bay and Lüderitz and across the southwestern BUS appear to have 429 

high variability in the model. Giving the uncertainty associated with boundary values near the 430 

southern sector, it is reasonable to place a caveat on the interpretation of model outputs very 431 

close to the southern part of the domain. Large variability in the proximity of the Lüderitz cell 432 

might be connected to the year-round occurrence of strong filaments with a large vertical extent 433 

and accompanied with the perennial alongshore wind (Hösen et al., 2016; Veitch and Penven 434 

2017). Consistent with the model result, a large vertical displacement of thermocline associated 435 

with seaward propagation of sub-mesoscale filaments, eddies, and Rossby waves near Walvis Bay 436 

was previously reported by Mohrholz et al. (2008). 437 
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In the following section, we investigate the temporal evolution of the simulated and the analytical 438 

upwelling in more detail and examine to what extent Ekman dynamics can estimate the amount 439 

of upwelled waters across the southern and northern sub-systems. We begin with the linear 440 

correlation between simulated and analytical upwelling in each grid point (Fig. 6a). In general, the 441 

correlation peaks near the coast which is typically larger than 0.6 everywhere nearshore; implying 442 

that the simulated (wm) and analytical coastal upwelling (wc) evolved very closely. The large 443 

agreement between model and analytical theory near the coast further reflects the fundamental 444 

role of the coastal Ekman drift and associated upwelling near the coast. With respect to the open-445 

ocean upwelling which is exclusively WSCD in the analytical approach (i.e., wcurl), except over the 446 

southern sector of the BUS near Cape Columbine, the correlation between the simulated and 447 

analytical upwelling is mostly weak and not statistically significant (Fig. 6a). Since the variability 448 

associated with the Agulhas rings seems to be underestimated in the model, it is difficult to make 449 

any definite statement about the relatively high correlation over the southern part of the domain. 450 

Near Lüderitz and Walvis Bay, where a large offshore variability is simulated (Fig. 5a), the 451 

correlation is not statistically significant. This result suggests that the upwelling associated with 452 

wind-stress-curl is largely disrupted by the local mesoscale and sub-mesoscale dynamics. 453 

However, the time series of the simulated (Vm-offshore) and the analytical (Vcurl) vertical volume 454 

transport offshore across the entire domain behave closely with the correlation of about 0.47 455 

(Fig. 6b). Despite the interruptive effects of mesoscale and sub-mesoscale dynamics on small 456 

scales, its impacts over the entire domain seem to be small and the basin-wide vertical water 457 

transport estimated by Ekman theory is still consistent with model results. This close time 458 

evolution is also found in the upwelling across the southern and the northern sub-systems (Fig. 459 
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6c-d), which render statistically significant correlations of 0.71 and 0.45, respectively. The 460 

relatively weak correlation in the northern sub-system can be partly explained by the large local 461 

sub-mesoscale activities (Fig. 5a). Given the mesoscale corridors associated with Agulhas leakage 462 

near the southern flank, one expects the disruptive role of sub-mesoscale dynamics over the 463 

southern BUS to be larger relative to that in the north, but the results of the numerical model 464 

reveal otherwise. 465 

Further, the amount of upwelled water from the analytical consideration appears to be often 466 

larger than simulated upwelling over the northern BUS. This is consistent with previous model 467 

studies noting that the amount of upwelled water across the eastern boundary upwelling systems 468 

is, in general, reduced when mesoscale and sub-mesoscale activities are represented in the model 469 

(Capet et al. 2008). This effect can be attributed to the eddy-induced subductions in the upper-470 

oceanic fronts. 471 

3-4 Time evolution of the coastal and the open-ocean upwelling 472 

This section is devoted to the time evolution of the coastal upwelling and the open-ocean 473 

upwelling. The latter is exclusively WSCD upwelling in the analytical approach. With a particular 474 

interest in the phase difference, we aim to determine whether these components of upwelling 475 

evolve coherently or alternating with each other. Here, we recall that local processes such as the 476 

thermal coupling between ocean and atmosphere, feedbacks between the crosswind SST 477 

gradient and the wind-stress-curl, orographic effects, and the coastal geometry play significant 478 

roles in these relationships (Desbiolles et al., 2014). Figure 7-a displays the linear correlation 479 

coefficient between coastal (i.e., wc) and WSCD (i.e., wcurl) upwelling being at the same latitude in 480 

the analytical theory. 481 
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The coastal and the WSCD upwelling are mostly anti-correlated north of Lüderitz. This feature is 482 

more obvious and statistically significant near the Kunene cell. Theoretically, it indicates that a 483 

weakening of the coastal upwelling is often concurrent with an intensification of the WSCD 484 

upwelling and vice versa. From the south of Cape Frio to the north of Lüderitz, the area with the 485 

statistically significant anti-correlation is limited to a relatively narrow band near the coast. Such 486 

an inverse relationship gradually disappears nearly south of Lüderitz and the correlation becomes 487 

positive and statistically significant from the north of Hondeklip Bay to the south of Cape 488 

Columbine which suggests the coastal and the WSCD upwelling often evolve nearly in phase. Part 489 

of this behavior is very likely connected to the seasonal cycle of the wind field. Concurrent with 490 

seasonally strong wind-stress-curl from October to April over the entire domain, the alongshore 491 

component of wind is stronger in the southern BUS but weaker in the far north (Fig. S9-S10). The 492 

correlation between upwelling anomalies yields the same structure but with a smaller magnitude 493 

(Fig. S11). In particular, the reduction in the size of correlation is more pronounced off Cape 494 

Columbine and Hondeklip Bay cells where the seasonal variation of the wind is relatively strong 495 

(Fig. S9). Overall, this result suggests that the annual cycle has a contrasting impact on the 496 

relationship between coastal and WSCD upwelling in the northern and the southern sub-systems.  497 

During different seasons, the spatial structure of the correlation and, thus, the phase difference 498 

might be different. To this end, we computed the aforementioned correlation for the periods 499 

corresponding to Nov-Mar and May-Sep (Fig. 7b-c). The general structure does not change much. 500 

Note that the statistical degrees of freedom in Fig. 7b-c is different from Fig. 7a; meaning the 501 

same level of correlation does not necessarily indicate the same level of statistical confidence. 502 

From visual inspection, the magnitude of correlation coefficient near the Kunene cell appears to 503 
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be larger between May and September which is concurrent with the local intensification of the 504 

alongshore winds and weakening of the wind-stress-curl (Fig. S9-10). Thus, the seesaw behavior 505 

is likely to be stronger between May-September. 506 

The spatial pattern of the correlation in the model is very noisy (Fig. S12). Apparently, the 507 

correlation pattern is strongly disrupted by sub-mesoscale ocean dynamics. The inevitable 508 

question that arises is whether the mesoscale and sub-mesoscale dynamics remarkably alter the 509 

relationship between the amount of coastal (wc) and WSCD upwelled water. In this way, we 510 

discuss here the time series of coastal (Vm-coast) and open-ocean (Vm-offshore) volume of upwelled 511 

water and their climatological annual cycle computed over seven sub-regions of the BUS (Fig. 8-512 

9). These regions are shown by rectangular boxes in Fig. 6a. 513 

The seasonal cycle of coastal upwelling in Kunene is characterized by a biannual cycle. The coastal 514 

upwelling peaks in June and October; whereas the open-ocean upwelling is identified by rather a 515 

mirror-like pattern with its minimum in July and October (Fig. 8a). This behavior is consistent with 516 

the annual cycle of the alongshore wind and the wind-stress-curl (Fig. S9,10). 57% of the coastal 517 

upwelling variability can be explained by the annual cycle (see Table 1). This feature is less 518 

pronounced for the open-ocean upwelling (14%; Table 1). This might be connected to the 519 

dominant role of the Ekman transport in the coastal upwelling whereas any changes in the 520 

strength and direction of coastal or offshore winds can significantly alter the size of WSCD 521 

upwelling. Similar to the annual cycles (Fig. 8a), coastal and open-ocean upwelling anomalies off 522 

Kunene frequently appear in opposite phases, with correlation of about -0.24 (Fig. 8b). In fact, 523 

positive and negative peaks in the coastal and the open-ocean time series frequently alternate 524 

with each other. The open-ocean upwelling events are mostly associated with opposite-sign 525 
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anomalies in the coastal upwelling. This is in accordance with the correlation pattern obtained 526 

from the analytical consideration (Fig. 7; Fig. S11). 527 

Off Cape Frio, the biannual cycle is less pronounced compared to the Kunene cell (Fig. 8c). Coastal 528 

and open-ocean upwelling are often in opposite phases (Fig. 8c,d). Again, extreme events of the 529 

open-ocean upwelling are mostly concurrent with opposite-sign peaks in the coastal upwelling 530 

and vice versa (Fig. 8d). However, this opposite-phase relationship seems to be less pronounced 531 

compared with the Kunene cell. Again, this is in agreement with the result of analytical theory 532 

(Fig. 7a). Moreover, the correlation between coastal upwelled water in Cape Frio and Kunene is 533 

nearly 0.8. This further highlights the notion that these two upwelling cells can be considered as 534 

a single cell in terms of coastal upwelling (Lutjeharms and Meeuwis 1987; Jury 2017). However, 535 

this correlation for the offshore upwelled water and the corresponding annual cycle is relatively 536 

weak (0.27). 537 

Fluctuations of the coastal and open-ocean upwelling are dominated by a discernible annual cycle 538 

in Walvis Bay with the explained variability of about 72% and 36%, respectively (Fig. 8e; Table 1). 539 

The coastal and open-ocean upwelling annual cycles are very similar. They peak in August and 540 

July, respectively (Fig. 8e). Strong and weak upwelling anomalies appear frequently concurrent, 541 

with the anomaly correlation coefficient of about 0.22 (Fig. 8f). This correlation is rather 542 

ambiguous for the analytical theory. From the coast towards the ocean, the correlation changes 543 

the sign (Fig. S11). In the vicinity of the coast, the coastal and the WSCD upwelling anomalies are 544 

positively correlated whereas they are anti-correlated farther offshore. It should be recalled that 545 

an intensive mesoscale and sub-mesoscale dynamics is simulated off Walvis Bay which can largely 546 
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modulate the offshore upwelling and influence the relationship between the coastal and the 547 

WSCD upwelling. 548 

Significant parts of coastal and open-ocean upwelling variability in the Lüderitz cell can be 549 

explained by the seasonal variation (Table 1). The seasonal cycles are in phase between December 550 

and July and nearly in opposite phase between August and October (Fig. 8g). Similar to other 551 

stations, the annual cycle is more pronounced in the coastal upwelling (Table 1). The correlation 552 

between the upwelling anomalies is not statistically significant and the phase difference between 553 

them seems not to follow a rigid pattern (Fig. 8h). 554 

In summary, the correlation across the coastal upwelling in different stations in the northern BUS 555 

(i.e., Kunene, Cape Frio, Walvis Bay) is large and statistically significant, whereas the correlation 556 

derived from the open-ocean upwelling across different upwelling cells is generally weak and 557 

often not statistically significant. 558 

Time series of the coastal and the open-ocean upwelling across Orange River, Hondeklip Bay, and 559 

Cape Columbine, located in the southern BUS, are shown in Fig. 9. The contribution of the annual 560 

cycle in total variability of the coastal upwelled water is large but slightly smaller than in the 561 

northern BUS (Table 1). The amount of the open-ocean upwelled water off Orange River is 562 

associated with a strong seasonal cycle explaining about 44% of the total variability (Fig. 9a; Table 563 

1). The open-ocean upwelling peaks between December and March when the coastal upwelling 564 

appears to be very close to its annual average (Fig. 9a). Between August and October, the coastal 565 

upwelling peaks whereas its counterpart experiences its annual minimum (Fig. 9a). Given the 566 

large contribution of the seasonal cycle in the total variability of coastal and open-ocean 567 

upwelling off Orange River (Table 1) the phase difference between them seems to be strongly 568 
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seasonally dependent. The anomaly correlation between the coastal and the open-ocean 569 

upwelling off Orange River is about 0.23. 570 

Off Hondeklip Bay, the contribution of the seasonal cycle in the total variability of the coastal and 571 

the open-ocean upwelling is about 44% and 16%, respectively. From November to July, the coastal 572 

and the open-ocean upwelling evolve rather coherently whereas they are frequently in opposite 573 

phases between August and October (Fig. 9c). Again, the relationship between coastal and open-574 

ocean off Hondeklip Bay seems to be seasonally dependent but less pronounced compared with 575 

that in the Orange River cell. The correlation between the time series of upwelling anomalies is 576 

very small and not statistically significant (Fig. 9d). 577 

With regard to Cape Columbine, which is the southernmost selected station in this study, 66% of 578 

the open-ocean upwelling variability can be explained by the seasonal cycle alone (Table 1). The 579 

open-ocean and the coastal upwelling peaks at different times of the year (Fig. 9e). The coastal 580 

(open-ocean) upwelling peaks in October (March-April) and reaches its minimum in May (August-581 

September). Overall, the correlation between the open-ocean and the coastal upwelling 582 

anomalies is about 0.20 and statistically significant which is consistent with the result of the 583 

analytical consideration. Given the underestimated Agulhas rings in the model, the found 584 

relationship between the coastal and the open-ocean upwelling in the vicinity of the Agulhas Bank 585 

(i.e., Cape Columbine upwelling cell) is likely to be spurious.  586 

4- Summary and conclusions 587 

Using results of a state-of-the-art eddy-resolving ocean circulation model along with a linearized 588 

analytical approach for a simplified parameterization of wind-driven upwelling, the time and 589 

space variations of the water vertical velocity along the southwest African coast as far as Benguela 590 
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Upwelling System (BUS) were investigated for the 2008-2018 period. Satellite-derived Chl-a 591 

concentration was additionally analyzed. 592 

In terms of the mean-state, the model and analytical approach agreed fairly well in which the 593 

intense upwelling associated with the coastal divergence of Ekman transport appeared to be the 594 

dominant factor across the entire BUS. The northward expansion of the offshore upwelling, 595 

supported by the theory of the BUS, was captured by the model and the analytical consideration. 596 

Remarkable in this respect is the spatial pattern of Chl-a concentration which compares relatively 597 

well with the spatial pattern of the upwelling. 598 

In agreement with previous studies, the model-based results revealed vigorous mesoscale and 599 

sub-mesoscale activities (e.g., filaments and eddies) in the open-ocean domains with more 600 

pronounced signatures over the northern subsystem off Lüderitz and Walvis Bay (Bettencourt et 601 

al. 2012). We found these activities exert profound impacts on the wind-stress-curl-driven 602 

(WSCD) upwelling and substantially enhance its variability. Despite the interruptive impacts of 603 

mesoscale and sub-mesoscale activities on the WSCD upwelling in the model, the consistency 604 

between model and analytical theory in terms of the total volume of upwelled water was 605 

retained. This result indicates that using near-real-time wind data in the analytical approach can 606 

provide a fast and reliable evaluation of the upwelling state for marine researchers who might 607 

need a real-time estimate of upwelling. 608 

Also, our study shows that in terms of coastal upwelling, Kunene and Cape Frio cells can be 609 

considered as a single cell. However, WSCD upwelling across these cells showed some differences. 610 

We found an overall inverse relationship between the time evolution of the coastal and the WSCD 611 

upwelling in Kunene and Cape Frio. It indicates that the WSCD and the coastal upwelling 612 
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frequently alternate each other which implies that the weakening of one is very likely associated 613 

with the strengthening of another. Hence, the abundance of nearshore large-cell phytoplankton 614 

and open-ocean small-cell phytoplanktons are expected to have a seesaw behavior that can 615 

largely regulate the marine food web. 616 

In contrast, the coastal and open-ocean upwelling in Walvis Bay are identified with clear annual 617 

cycles and are frequently in phase. At the same time, the phase difference between the coastal 618 

and the open-ocean upwelling off Lüderitz appear to be strongly seasonally dependent. Like 619 

Lüderitz, the relationship between these two types of upwelling across the southern BUS varied 620 

seasonally. As opposed to the northern part of the domain, the coastal and open-ocean upwelling 621 

of the southernmost sector of the BUS (i.e. Cape Columbine) closely followed each other. Overall, 622 

our results suggest that the time evolution of upwelling across the BUS is far more complicated 623 

than currently thought.  624 

Owing to the horizontal resolution of ASCAT gridded records which is 0.25°, an accurate estimate 625 

of coastal wind drop-off, which is typically within a few 10km offshore distance, still remains an 626 

issue of concern. To develop a more comprehensive understanding of this term and the 627 

connections between the coastal and WSCD upwelling, using a high-resolution regional 628 

atmospheric model simulation would be very beneficial. Our results further support the notion 629 

that local wind forcing, among other local and remote upwelling drivers (i.e., coastally trapped 630 

waves, thermocline variations, mixing), largely regulates the regional upwelling across the BUS. 631 

Thus, migration of the South Atlantic high-pressure system or changes in the sea level pressure 632 

pattern over the African continent would lead to change in the magnitude, timing, and structure 633 

of upwelling across the BUS. With current satellite-based Chl-a data, a reliable estimate of climatic 634 
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changes driven fluctuations in the plankton size structure, which is equally important as the total 635 

biomass for the marine ecologists and biologists, appears a big challenge. Hence, it seems 636 

essential to work towards a comprehensive monitoring system based on the size structure of 637 

planktons. Incontrovertible evidence for human-induced climate changes has become more 638 

frequent (IPCC 2014; Bordbar et al., 2015, 2019) which might have short- and far-reaching 639 

implications for the pelagic marine ecosystems across the BUS. 640 
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Tables 840 

Table 1: the explained variability (%) of monthly mean time series of coastal and open-ocean 841 

upwelled water off Kunene, Cape Frio, Walvis Bay, Lüderitz, Orange River, Hondeklip Bay, and 842 

Cape Columbine by their climatological annual cycle. The explained variability was obtained from 843 

the linear regression between the upwelling time series and their climatological annual cycle. 844 

sBUS and nBUS are referred to as southern and northern BUS sub-systems, respectively. 845 

Location 

Explained variability by climatological monthly mean (%) 

Coastal upwelled water 
 

Open-ocean upwelled water 
 

n
B

U
S 

Kunene 57 14 

Cape Frio 58 23 

Walvis Bay 72 36 

Lüderitz 45 23 

sB
U

S Orange River 36 44 

Hondeklip Bay 44 16 

Cape Columbine 29 66 
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Figure Caption List: 847 

Figure 1: Schematic of the mean surface and near-surface flow across the BUS. The blue 848 

northward arrows indicate the Benguela Current (BC). The red arrow on the top and bottom 849 

represents the Angola Current (AC) and Agulhas Current, respectively. Black arrows display 850 

southward undercurrents. Agulhas rings are depicted as red circles. The Angola-Benguela Frontal 851 

Zone (ABFZ) separates the BUS from the southward AC. Dash gray contours are the 200m and 852 

2000m isobaths. 853 

Figure 2: mean state (color shading; m) and variability (contours; m) of the DSL in the model and 854 

satellite altimetry data in the 1993-2018 period. To obtain the DSL, the sea surface height 855 

averaged over the entire model domain was subtracted in each grid point and time step. 856 

Variability is computed from the standard deviation of 5-day averaged values. Rectangular boxes 857 

in panel (a) show regions over which areal averaged of the modeled and observed DSL are 858 

compared in Fig. S6. Green circles in panel (b) indicate the location of tide gauges utilized to 859 

validate the model results in Fig. S5. 860 

Figure 3: Long-term mean of ocean vertical velocity (shading; m/day) from the 3-dimension ocean 861 

model (a) and the analytical theory (b). The surface wind field is shown (black arrows; m/s), and 862 

Chlorophyll-a concentration (dark green contours; mg/m3). The simulated velocity (a) represents 863 

the vertical velocity at the base of mixed layer depth whereas the analytical vertical velocity (b) is 864 

estimated from ASCAT wind field records (see Methods). In both panels, Chlorophyll-a 865 

concentration is derived from Modis Aqua satellite measurement. The blue contours indicate 866 

where the vertical velocity is equal to zero. 867 
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Figure 4: Profiles of the long-term mean Chlorophyll-a concentration (dark-green solid line; 868 

mg/m3), ocean depth (blue solid line; m), simulated (orange dash line; m/day), analytical vertical 869 

velocity (orange solid line; m/day; see Methods) and meridional wind velocity (black line; m/s) 870 

versus cross-shore distance for seven cross-shore transects. (a), (b), (c), (d), (e), (f), and (g) panels 871 

represent the transects in Kunene, Cape Frio, Walvis Bay, Lüderitz, Orange River, Hondeklip Bay, 872 

and Cape Columbine, respectively (see Fig.1). Note that the blue vertical line on the right side of 873 

each panel represents the first baroclinic Rossby radius of deformation. The simulated velocity 874 

(orange dash line) represents the vertical velocity at the base of the mixed layer depth (see 875 

Methods). Each variable and corresponding y-axis are shown with identical colors. 876 

Figure 5: Variability of simulated (a; m/day) and analytical (b; m/day) water vertical velocity over 877 

the 2008-2018 period. In all panels, variability is estimated from the standard deviation (Std) of 878 

monthly mean values. Green contours represent the mean of Chl-a concentration (mg/m3). The 879 

simulated vertical velocity is taken at the base of the mixed layer depth. 880 

Figure 6: Spatial pattern of the linear correlation coefficients (a) between the simulated and the 881 

analytical monthly mean vertical water velocities over the 2008-2018 period. Time series of 882 

simulated (thick lines) and analytical (thin lines) coastal (red lines) and offshore (blue lines) 883 

upwelled waters across the entire BUS and the northern (26°S-17°S) and the southern (34°S-26°S) 884 

BUS subsystems are shown in panel b, c, and d, respectively. The coastal upwelled water is the 885 

total upwelled water over the coastal distance of R which is shown by black contour. The offshore 886 

upwelled water is the total amount of upwelled water between R and 250km offshore distance. 887 

In the top-right corner of panel b-d, the correlation between different time series is displayed. 888 

Note that the climatological annual cycle was not subtracted from data. The volume of upwelled 889 
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water over rectangular boxes in panel (a) is computed and shown in Fig 8-9. Dotted areas in panel 890 

(a) show where the correlation is statistically significant at the 95% confidence interval. 891 

Figure 7: Spatial pattern of the correlation coefficient between coastal (wc) and WSCD (wcurl) 892 

upwelling obtained from analytical theory over 2008-2018. Panel (a) represent the correlation 893 

between the monthly mean values for all calendar months whereas the panel (b) and (c) show 894 

the correlation for November-March and May-September, respectively. In each grid point, 895 

shown is the correlation between time series of local WSCD and the coastal upwelling at the 896 

same latitude. In all panels, the black contours represent the coastal distance equal to R. Note 897 

that in all panels the climatological annual cycle was retained. Dotted areas show where the 898 

correlation is statistically significant at 95% confidence interval. 899 

Figure 8: Climatological annual cycle (left panels) and time series (right panels) of coastal (thick 900 

orange line; 106m3s-1) and offshore (thick blue line; 106m3s-1) amount of upwelled water 901 

anomaly computed over coastal and offshore rectangular boxes near Kunene (a,b), Cape Frio 902 

(c,d), Walvis Bay (e,f) and Lüderitz (g,h). The rectangular boxes are shown in Fig. 6a. Please note 903 

that the y-axis in left panels (a,c,e,g) have different scales. In the right panels, the climatological 904 

annual cycle was subtracted in each time series. 905 

Figure 9: the same as figure 8 but for Orange River (a,b), Hondeklip Bay (c,d), and Cape 906 

Columbine (e,f). Please note that the y-axis in left panels (a,c,e) have different scales. 907 

 908 

 909 
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Figures: 911 

 912 

Figure 1: Schematic of the mean surface and near-surface flow across the BUS. The blue 913 

northward arrows indicate the Benguela Current (BC). The red arrow on the top and bottom 914 

represents the Angola Current (AC) and Agulhas Current, respectively. Black arrows display 915 

southward undercurrents. Agulhas rings are depicted as red circles. The Angola-Benguela Frontal 916 

Zone (ABFZ) separates the BUS from the southward AC. Dash gray contours are the 200m and 917 

2000m isobaths. 918 
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Figure 2: mean state (color shading; m) and variability (contours; m) of the DSL in the model and 920 

satellite altimetry data in the 1993-2018 period. To obtain the DSL, the sea surface height averaged 921 

over the entire model domain was subtracted in each grid point and time step. Variability is 922 

computed from the standard deviation of 5-day averaged values. Rectangular boxes in panel (a) show 923 

regions over which areal averaged of the modeled and observed DSL are compared in Fig. S6. Green 924 

circles in panel (b) indicate the location of tide gauges utilized to validate the model results in Fig. S5.  925 
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 926 

Figure 3: Long-term mean of ocean vertical velocity (shading; m/day) from the 3-dimension ocean 927 

model (a) and the analytical theory (b). The surface wind field is shown (black arrows; m/s), and 928 

Chlorophyll-a concentration (dark green contours; mg/m3). The simulated velocity (a) represents 929 

the vertical velocity at the base of mixed layer depth whereas the analytical vertical velocity (b) is 930 

estimated from ASCAT wind field records (see Methods). In both panels, Chlorophyll-a 931 

concentration is derived from Modis Aqua satellite measurement. The blue contours indicate 932 

where the vertical velocity is equal to zero.  933 
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934 

Figure 4: Profiles of the long-term mean Chlorophyll-a concentration (dark-green solid line; 935 

mg/m3), ocean depth (blue solid line; m), simulated (orange dash line; m/day), analytical vertical 936 

velocity (orange solid line; m/day; see Methods) and meridional wind velocity (black line; m/s) 937 

versus cross-shore distance for seven cross-shore transects. (a), (b), (c), (d), (e), (f), and (g) panels 938 

represent the transects in Kunene, Cape Frio, Walvis Bay, Lüderitz, Orange River, Hondeklip Bay, 939 

and Cape Columbine, respectively (see Fig.1). Note that the blue vertical line on the right side of 940 

each panel represents the first baroclinic Rossby radius of deformation. The simulated velocity 941 

(orange dash line) represents the vertical velocity at the base of the mixed layer depth (see 942 

Methods). Each variable and corresponding y-axis are shown with identical colors.  943 
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 944 

Figure 5: Variability of simulated (a; m/day) and analytical (b; m/day) water vertical velocity over 945 

the 2008-2018 period. In all panels, variability is estimated from the standard deviation (Std) of 946 

monthly mean values. Green contours represent the mean of Chl-a concentration (mg/m3). The 947 

simulated vertical velocity is taken at the base of the mixed layer depth.   948 
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 949 

Figure 6: Spatial pattern of the linear correlation coefficients (a) between the simulated and the 950 

analytical monthly mean vertical water velocities over the 2008-2018 period. Time series of 951 

simulated (thick lines) and analytical (thin lines) coastal (red lines) and offshore (blue lines) 952 

upwelled waters across the entire BUS and the northern (26°S-17°S) and the southern (34°S-26°S) 953 

BUS subsystems are shown in panel b, c, and d, respectively. The coastal upwelled water is the 954 

total upwelled water over the coastal distance of R which is shown by black contour. The offshore 955 

upwelled water is the total amount of upwelled water between R and 250km offshore distance. 956 

In the top-right corner of panel b-d, the correlation between different time series is displayed. 957 

Note that the climatological annual cycle was not subtracted from data. The volume of upwelled 958 

water over rectangular boxes in panel (a) is computed and shown in Fig 8-9. Dotted areas in panel 959 

(a) show where the correlation is statistically significant at the 95% confidence interval.  960 
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961 

Figure 7: Spatial pattern of the correlation coefficient between coastal (wc) and WSCD (wcurl) 962 

upwelling obtained from analytical theory over 2008-2018. Panel (a) represent the correlation 963 

between the monthly mean values for all calendar months whereas the panel (b) and (c) show 964 

the correlation for November-March and May-September, respectively. In each grid point, 965 

shown is the correlation between time series of local WSCD and the coastal upwelling at the 966 

same latitude. In all panels, the black contours represent the coastal distance equal to R. Note 967 

that in all panels the climatological annual cycle was retained. Dotted areas show where the 968 

correlation is statistically significant at 95% confidence interval. 969 
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Figure 8: Climatological annual cycle (left panels) and time series (right panels) of coastal (thick 971 

orange line; 106m3s-1) and offshore (thick blue line; 106m3s-1) amount of upwelled water anomaly 972 

computed over coastal and offshore rectangular boxes near Kunene (a,b), Cape Frio (c,d), Walvis 973 

Bay (e,f) and Lüderitz (g,h). The rectangular boxes are shown in Fig. 6a. Please note that the y-axis 974 

in left panels (a,c,e,g) have different scales. In the right panels, the climatological annual cycle 975 

was subtracted in each time series.  976 
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 978 

Figure 9: the same as figure 8 but for Orange River (a,b), Hondeklip Bay (c,d), and Cape 979 

Columbine (e,f). Please note that the y-axis in left panels (a,c,e) have different scales. 980 
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