Numerical Simulation of Deep-Sea Sediment Transport Induced by a Dredge Experiment in the Northeastern Pacific Ocean
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Predictability of the dispersion of sediment plumes induced by potential deep-sea mining activities is still very limited due to operational limitations on in-situ observations required for a thorough validation and calibration of numerical models. Here we report on a plume dispersion experiment carried out in the German license area for the exploration of polymetallic nodules in the northeastern tropical Pacific Ocean in 4,200 m water depth. The dispersion of a sediment plume induced by a small-scale dredge experiment in April 2019 was investigated numerically by employing a sediment transport module coupled to a high-resolution hydrodynamic regional ocean model. Various aspects including sediment characteristics and ocean hydrodynamics were examined to obtain the best statistical agreement between sensor-based observations and model results. Results show that the model is capable of reproducing suspended sediment concentration and redeposition patterns observed during the dredge experiment. Due to a strong southward current during the dredging, the model predicts no sediment deposition and plume dispersion north of the dredging tracks. The sediment redeposition thickness reaches up to 9 mm directly next to the dredging tracks and 0.07 mm in about 320 m away from the dredging center. The model results suggest that seabed topography and variable sediment release heights above the seafloor cause significant changes especially for the low sedimentation pattern in the far-field area. Near-bottom mixing is expected to strongly influence vertical transport of suspended sediment.
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1. INTRODUCTION

For economic reasons, deep-sea mining has attracted renewed attention during the last two decades. Of great interest are manganese nodules that are rich in metals such as copper, nickel, and cobalt and are found on the ocean floor at water depths between 4,000 and 6,000 m (Burns et al., 1990; Halbach et al., 1998; Petersen et al., 2016). Possible future industrial mining of manganese...
nODULES WOULD EXERT SIGNIFICANT PRESSURE ON THE BENTHIC ECOSYSTEM AS BENTHIC COMMUNITIES ARE STRONGLY ADAPTED TO STABLE ENVIRONMENTAL CONDITIONS IN THE DEEP SEA AND ARE EXPECTED TO BE SUSCEPTIBLE TO INCREASED SEDIMENT LOADS ASSOCIATED WITH MINING-INDUCED SEDIMENT PLUMES (GLOVER AND SMITH, 2003; GOLLNER ET AL., 2017). TO RELIABLY PREDICT THE SEDIMENT TRANSPORT AND QUANTIFY THE DISTRIBUTION OF A SEDIMENT PLUME AND SEDIMENT DEPOSITION IN THE DEEP SEA, THOROUGHLY VALIDATED NUMERICAL MODELS WITH WELL-CALIBRATED INPUT PARAMETERS ARE REQUIRED.


2. METHODS

A COMBINATION OF NUMERICAL SIMULATION AND DIRECT SEAFLOOR OBSERVATIONS FROM AN ARRAY OF SENSORS PLACED ON THE SEABED WAS USED TO DESCRIBE THE DISPERSAL OF SUSPENDED SEDIMENT FOLLOWING ITS MOBILISATION BY A DREDGE IN THE EASTERN GLA FOR THE EXPLORATION OF POLYMETALLIC NODULES IN THE NORTHEASTERN TROPICAL PACIFIC OCEAN (FIGURE 1A). THE OBSERVATIONS OF CURRENT PROPERTIES AND SUSPENDED SEDIMENT CONCENTRATION FROM THE SENSOR ARRAY WERE FIRST USED TO IDENTIFY THE DOMINANT BOTTOM CURRENTS AND LATER TO VALIDATE THE MODEL RESULTS AT TWO SENSOR LOCATIONS (SEE FIGURE 1). THE MEASUREMENTS RELEVANT FOR THE MODEL VALIDATION ARE DESCRIBED IN THIS STUDY. A COMPREHENSIVE DESCRIPTION OF THE HYDRODYNAMIC DATA, DREDGE EXPERIMENT, MOORING AND SENSOR ARRANGEMENTS, AND RESPECTIVE SEDIMENT CONCENTRATIONS ARE
3. CONFIGURATION OF HYDRODYNAMIC MODEL

3.1. Model Configuration

Ocean hydrodynamics are simulated using the Massachusetts Institute of Technology general circulation model (MITgcm). The model algorithm is described in detail in Marshall et al. (1997) and Adcroft et al. (2004). It solves the Boussinesq and hydrostatic form of the Navier-Stokes equations for an incompressible fluid. The prognostic equations for horizontal velocity, heat, salt, and sediment tracers are integrated forward in time on a staggered C grid (Arakawa and Lamb, 1977). A third-order advection scheme using the direct space-time method with flux limiting, is used to advect momentum, temperature and salinity. The same holds for the advection of suspended particles which is used in the sediment module. The horizontal resolution of our model is $25 \times 21$ m in the entire region. The vertical resolution of the model varies from 1 m close to the seafloor (up to 5 m above the seafloor) to 100 m in mid ocean depth. The model is forced at the open boundaries to the north, east, south, and west with temperature, salinity, zonal and meridional current velocities using the method devised by Stevens (1990). This method balances the net flow transport across the open boundaries and stabilises the sea surface height elevation, which is important in a small domain with four open boundaries. The lateral boundaries are supplied to the model from measurements obtained in this region (Haalboom et al., in preparation). To satisfy the model numerical stability criterion, a time step of 5 s was chosen in our simulation.
3.2. Model Forcing

The accurate reconstruction of the flow and its variability in a small domain with all boundaries open is a challenging but very crucial aspect for simulating the sediment plume distribution in the deep sea. Due to the small domain size used in this study, the model can be laterally forced by current velocity components obtained from an upward looking ADCP close to the dredging tracks (see Figure 2). Temperature and salinity profiles are taken from a CTD profile taken in the vicinity of the dredging tracks. A spin-up time of 2 days from 9 April to 11 April 2019 preceding the simulations was enough for the flow field to reach steady state before the sediment was released into the domain. The model was forced with ERA-Interim reanalysis atmospheric forcing (Berrisford et al., 2011). This includes horizontal wind speed, air temperature, short and long-wave radiation, surface specific humidity, and precipitation with 6 h temporal resolution.

3.3. The Sediment Module Equations

A sediment module was developed and coupled to the hydrodynamic MITgcm model to simulate the sediment distribution’s fate caused by benthic disturbances in the deep sea. The following 3-D advection-diffusion equation for different size classes of particles is solved in the model:

\[
\frac{\partial C_i}{\partial t} + u \frac{\partial (C_i)}{\partial x} + v \frac{\partial (C_i)}{\partial y} + w \frac{\partial (C_i)}{\partial z} + \frac{\partial (ws_iC_i)}{\partial z} = \frac{\partial}{\partial x} \left( K_h \frac{\partial C_i}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_h \frac{\partial C_i}{\partial y} \right) + \frac{\partial}{\partial z} \left( K_v \frac{\partial C_i}{\partial z} \right) + AS_{in} - D_i + E_i, \tag{1}
\]

where \( C_i \) is the SSC of each sediment class \((i)\). The model includes 3 size classes which the user can define. The current velocity components are indicated as \( u, v, \) and \( w \) and the settling velocity of each sediment class are shown as \( ws_i \). The horizontal and vertical diffusivity coefficient are presented as \( K_h \) and \( K_v \), respectively. The same advection and diffusion schemes as for salinity and temperature are also used for the SSC. The sediment input source due to the towing of the dredge on the seafloor is given as \( AS_{in} \). Here, \( A \) is a parameter used as a calibration coefficient to fit the observed SSC to the results of the sensor measurements at the monitoring stations. The suspended sediment that reaches the seafloor is added to the deposition layer which is depicted as \( D_i \) in Equation (1) and is removed from further suspended sediment calculations in the model. The erosion of sediment for each size class \( (E_i) \) is added to the equation which may work as a source term in the model if the bed shear stress exceeds the critical shear stress \((\tau_{cb})\).

In Equation (1), the temporal variation of the SSC (term 1) is balanced by the horizontal and vertical advection of the sediment concentration (term 2), the vertical movement of sediment due to the settling velocity (term 3), the horizontal and vertical diffusion of suspended sediment (term 4), and the sediment source and sink term (term 5). The background horizontal and vertical diffusivity coefficients used in the study are extensively discussed in section 4.4 for every tracer. The vertical flux of sediment in our calculations is solved using a third-order direct space and time advection scheme with flux limiting. To prevent a poor estimate of the energy dissipation and mixing in the ocean, the parameterisation method of Klymak and Legg (2010) is applied in our model. Similarly, the nonlocal parameterisation scheme of Large et al. (1994) is used to solve vertical mixing. The particle size classes in our study are characterised by their different settling velocities and are also introduced to the model (see section 3.4).

The following equation is used for calculating the sediment deposition \( D_i \). The near-bed suspended sediment concentration is shown as \( C_i \) and the settling velocity is \( ws \). The subscript \( i \) shown in any parameter is related to the sediment class fraction:

\[
\frac{dD_i}{dt} = ws_iC_i \tag{2}
\]
The model-derived amount of deposited sediment mass is converted to the redeposition thickness, which is frequently used to determine the resilience of benthic communities (Gollner et al., 2017) and simplifies the interpretation of results obtained by integrating Equation (2) over the simulation time. The integration considers the model grid cell size, a dry bulk sediment density of 200–250 kg m$^{-3}$, and a porosity of freshly deposited sediment of 0.9 (Jankowski and Zielke, 2001).

3.4. Sediment Classes and Settling Velocity

Particle settling is widely acknowledged as a complex process which is controlled by the particle composition, interaction of gravity, buoyancy, and drag forces. The settling velocity of cohesive sediments in marine environments with a high concentration of suspended particles is substantially influenced by flocculation and thus deviates from canonical Stokes' law (Dyer, 1989; Krarenburg, 1994; Van Leussen, 1994; Gillard et al., 2019). As a result of particle collisions due to turbulence or different settling velocities, primary particles stick together and form aggregates. Under elevated shear, flocs break up again into smaller particles (McCave, 1984). Many attempts have been made to improve our theoretical understanding of the flocculation process and its effects on the variation of the settling velocity in numerical models (Winterwerp, 1998; Winterwerp et al., 2006).

A recent laboratory study of Gillard et al. (2019) focused on floc behaviour and related variations of the settling velocities using local Clarion-Clipperton Zone (CCZ) sediments and mimicking deep-sea conditions present in the study area. The low sediment release rate of our dredge experiment resembles the characteristics of the experiment undertaken in Gillard et al. (2019) with initial plume concentration of 35 mg l$^{-1}$ under a shear rate of $G = 2.5\, \text{s}^{-1}$ as derived from the relatively low gradient between current velocities observed in different bins of the ADCP measurements. Adopting the results of Gillard et al. (2019), settling velocities for sediment particles in our modelling study are set at 25, 140, and 300 m d$^{-1}$ for aggregates in what we refer to as class 1 (D25: 70 $\mu$m), class 2 (D50: 340 $\mu$m), and class 3 (D75: 590 $\mu$m), respectively. The sediment mass distribution in our experiment was non-equally split so that class 1, class 2, and class 3 have 25, 50, and 25% of total mass weight. An extra sediment class 4 with settling velocity of 2,500 m d$^{-1}$ was introduced in our study to enable the model to simulate redeposition of sediment “lumps” that did not come into resuspension and were only dislocated by the dredging activity.

3.5. Dredging Tracks and Initial Estimation of Sediment Release

Dredging was conducted on 11 April 2019 between 6:30 and 19:00 UTC. The 1-m wide dredging device, a geological chain dredge, was towed across the seafloor at 0.2–0.5 m s$^{-1}$ by first laying out about 500 m of cable and then hauling the dredge with the winch toward the ship. This procedure was repeated eleven times, thereby dragging the dredge across the seafloor in an irregular manner, at times missing the seabed surface completely. From underwater navigation and later visual inspection it was estimated that all eleven tracks were located in a 50 m wide corridor on the seafloor. A schematic illustration of the dredge experiment is shown in Figure 2, in which the dredge tracks, sediment plumes, and monitoring setup are indicated. A reasonable estimation of the sediment release rate in the DA requires knowledge of the length of dredging tracks, the penetration depth, the sediment particle density, and the sediment transition rate from deposition into resuspension mode. Except for the total track length, many of these parameters are basically unknown. Therefore, the discharge rate was tuned to match the suspended sediment concentration measured at two of the in-situ observatory stations. For this purpose, data from two stations, NIOZ-PFM07 and RBINS-PFM02, with similar distance from the dredge tracks at the eastern and western end were used (see the position of stations in Figure 1c). The sediment release of the best fit between observation and numerical outcome was used as final release rate for further analysis. In order to do that, a number of numerical simulations were carried out based on an initial hypothetical sediment release rate according to the length of the dredging tracks and the towing velocity until a good fit could be achieved with the observed sediment concentration measurements.

It must be noted that the dredging mostly just pushed the sediment to the sides of tracks and only a small fraction of the sediment went into suspension. The transition rate of particles from deposition into resuspension is given in Equation (1) as tuning factor. Nevertheless, the maximum sediment release rate considering the size of the dredging gear, its estimated penetration depth of 5 cm into the seafloor, the towing speed of 0.2–0.5 m s$^{-1}$, the dry bulk density of the sediment of 200–250 kg m$^{-3}$ and a surface sediment porosity of 0.9, can be estimated as 2.5–6.25 kg s$^{-1}$.

4. RESULTS

4.1. Current Properties

A feather plot of the current measurements at PFM06 station (Figure 1c) between 11 April and 15 April 2019 is shown in Figure 3A. A relatively strong northeastward current velocity is observed at the beginning of 11 April. The current velocity weakens and changes direction to the southeast at the beginning of the dredge experiment (Figure 3B). The current remains stable with a dominant southward direction and a mean speed of about 4 cm s$^{-1}$ during most of the dredging time.

The progressive vector diagram (PVD) of the deep-sea current measured at 1 m above the seafloor (asf) is shown in Figure 3C with position (0,0) located at the PFM06 station on 11 April 2019. This indicates that the flow is directed mainly south to southwestward during the dredge experiment. At 1 m asf, the maximum north-south water movement is about 5.5 km, and the maximum east-west movement is 9 km. On 11 April
2019, a weak north-northeastward current was observed at the beginning of the dredge experiment (00–08 h) which turned to a southeastward current for a period of 3 h (08–11 h). A dominant southward current was observed till the dredge experiment was completed (11–19 h; Figure 3B). The mean current speeds at 1 m asf reach 4.4 cm s$^{-1}$, with a dominant southward velocity component on the first day and a westward one during the following days (Figure 3C). The dominant southwestward flow trajectory depicted in our analysis reflects the geomorphologic barrier of the small topographic high to the south and east of the DA (see Figure 1c).

### 4.2. Sediment Release Rate

The sediment release rate is one of the main parameters for a reasonable model validation based on the performed dredge experiment. Initializing the sediment model with a maximum release rate of 2.5 kg s$^{-1}$ causes predicted SSC far higher than the values measured at the sensor platforms. We thus reduced the release rate to a total of only 0.1 kg s$^{-1}$ including only sediment classes 1–3 to achieve a good SSC fit to the measurements. This means that presumably only about 4% of the “maximum” available sediment was resuspended. However, the amount of re-mobilised sediment that does not go into resuspension was found to be notably larger. A recent plume study by Spearman et al. (2020) carried out on a seamount near the Canary Islands, showed that a release rate of 0.2 kg s$^{-1}$ of sediment into the water led to a maximum SSC similar to our measurements. Using a different release rate results in a weaker correlation between modelled and sensor data.

Qualitative assessments indicated a maximum deposition thickness of a few millimeters in the vicinity of the dredging tracks (Linke and Haeckel, 2019). This cannot be obtained if only 3 sediment classes are considered in the model. In addition to the underestimated sediment thickness predicted by the model, the area of thick sediment coverage obtained from ROV and towed camera imagery cannot be reproduced (Figures 7m,n and Table 2). Thus, sediment class 4 is included in the sediment fractions without violating the SSCs at the observatory stations to compensate for the thick sediment deposition in the dredge tracks. The amount of re-mobilised sediment (class 4), without affecting the amount of sediment release into the water column, reaches 0.63 kg s$^{-1}$, which is about 25% of maximum available sediment on the seafloor. The release rate of class 4 was validated with photo imagery of seafloor redeposition coverage provided by the ROV (see Table 2). Further analysis indicates that the presence of sediment class 4 does not change the total predicted SSC at the observatory stations, meaning that this sediment class only contributes to sediment redeposition at near-field areas due to its high settling velocity. Therefore, the required release rate of suspended sediment in the water column to obtain the measured SSC at the stations is satisfied when considering 3 classes only.

### 4.3. Model Validation and Tuning of Sediment Release

We used sensor data of the two monitoring stations PFM07 and PFM02 to validate the model. For this, the simulated SSC was interpolated between the location of the stations and the results are shown in comparison to the sensor observation data in Figures 4A,B. In general, the maximum total SSC at the location of the dredging tracks reaches up to 28 mg l$^{-1}$ and exponentially decreases in southward direction as the distance increases from the tracks. Despite marginal discrepancies, the main features of SSC and its variation are well predicted by the model and closely follow the observation. Moreover, the magnitude and occurrence time of SSC signals are predicted very well by the model (Figures 4A,B). A quantitative evaluation of the model performance at station PFM07 shows a significant statistical correlation coefficient of 0.66. The root mean square error (RMSE) is 0.5 mg l$^{-1}$ which is mainly caused by the time lag between simulated and observed signals and is further increased due to the smoother model signal. The model-data comparison at station PFM02 indicates a weaker correlation with a coefficient of 0.45 and a larger RMSE of 1.5 mg l$^{-1}$. The model could
not predict the largest SSC signal at this station, which may cause misinterpretation of the total amount of sediment release and redeposition thickness during further analysis. However, in our simulations, the significant statistical relationship generally indicates a reasonable model performance for a constant release rate (Figures 4A, B). The comparison of model-observation at other stations also showed reasonable agreements with significant statistical relationships.

To fine-tune the correlation between model and sensor data we evaluated the release rate in more detail by linking it specifically to the behaviour of the dredge during the deployment. It became clear that the dredging process did not create a constant sediment mobilisation, as the relatively light-weight dredge once in a while “bounced” off the bottom as seen by visual inspection. This is supported by the variable magnitude of the SSC signal in our measurements, especially at the PFM02 station. In our simulation at PFM02 a distinct SSC signal seems to be missing around +12:30, during which a plume generated in dredge tracks 3 and 4 would be expected. This has been determined by switching off individual releases from dredging tracks in our simulations. We have therefore increased the release rate of the finest sediment (5 times the normal release rate) on the last 100 m of track 3 and the first 100 m of track 4 in order to evaluate the model ability to simulate the missing signal at the station PFM02. The results of this fine-tuning of the sediment release input parameters are shown in Figure 4C. The variable release rate has enabled the model to predict the measured signal and increased the statistical relationship between model and observation with a correlation coefficient of 0.70 for station PFM02. This reduced the RMSE to 1.18 mg l$^{-1}$ at this station. Nevertheless, the higher release rate at track 3 and 4 did not generate the excess SSC signal at the other station. Although our successful fine-tuning method is a hypothetical way to increase the model hindcast efficiency in our experiment, it may not be applicable to other studies with a larger number of dredging tracks. The penetration depth, and therefore the sediment release rate, which is the main source of uncertainties in our study, can be more easily assessed in advance with an industrial mining crawler that provides this information to facilitate modelling efforts.

Based on the good agreement between model and observation for the variable release rate scenario, these model parameters have been used for a further sediment transport analysis. The observed
signals also show high-frequency oscillations at both stations which cannot be captured by the model simulations. They are probably a result of a relatively coarse model grid resolution and unresolved topographic features. Chaotic fine-scale mixing also complicates model-data comparison of sediment concentration.

### 4.4. Sensitivity Analysis

A series of sensitivity analyses was carried out to investigate the effect of the background ocean viscosity and horizontal diffusivity of sediment as important parameters for the model performance. The settling velocity and ocean hydrodynamics were adopted from observations and ex-situ lab analysis and were considered identical in our sensitivity analysis. An overview of parameter combinations is given in Table 1. The constant release rate is applied to the sensitivity analysis and the vertical diffusivity parameter is set to $10^{-5} \text{m}^2 \text{s}^{-1}$ in all experiments. This allowed to select parameter values to obtain the most realistic model performance for the prediction of SSC during the dredging experiment. For a more quantitative illustration of the model performance, the sensitivity analysis results are presented in a Taylor diagram (Taylor, 2001). Generally, the impact of viscosity and diffusivity on the model performance at PFM07 is greater than at PFM02 as the results are less scattered due to the lower standard deviation (Figure 5). For individual viscosity values, increasing the sediment diffusivity parameter in the model will significantly decrease the model performance followed by lower model-data correlation and larger RMSE. The model performance slightly improves when lower viscosity values are taken in the model assuming a constant sediment diffusivity value. We also found that the sediment diffusivity has a crucial impact on the model performance, which creates a closer fit between model-observation comparison. The parameters taken in Exp 6 (see Table 1) resulted in the best fit for the total amount of SSC measured at the monitoring stations for model and observation comparison (see black arrows in Figures 5A, B). To compare our results with a previous modelling study in the region, the parameters considered in Aleynik et al. (2017), hereafter referred as Aley17, are shown in the Taylor diagram as well (green dots at Figures 5A, B) and were well-chosen. Their model performance could potentially have been improved by using parameter values from Exp 6, which indicates higher statistical relationship with the observations of all other experiments.

### 4.5. Sediment Deposition

Adopting variable sediment release rate and model parameters obtained from Exp6, the spatial and temporal variation of sediment deposition was investigated. Sediment redeposition maps for particle classes 1–3 for 12 h following the dredging in 2 h time intervals are depicted in Figure 6. Our results show that time and space regulate the deposition pattern (Figures 6a–s). The sediment deposition for particle class 2 and class 3 started immediately (see Figures 6b, c). However, the first redeposition for particle class 1 took a longer time and occurred only after 4 h (Figures 6a–d). The greatest redeposition appears in the vicinity of the dredging tracks, especially for particle classes 2 and 3 with high settling velocities. Following the dominant southwest current direction during dredging, no sediment deposition was found to the north of the dredging tracks, and the deposition pattern was expanded in a southwest direction for all classes. In addition, the final deposition pattern seems to follow the seabed topography features. Despite the rather smooth topography in the study area, the deeper parts located in the southwest received most of the distal sedimentation (compare Figure 1c and Figures 7m, n). This agrees with the analysis of dominant current direction from the moored current meters. Despite the different settling velocity and release rate, the general pattern of sediment deposition for class 2 and class 3 looks similar. However, the deposition pattern of sediment class 1 shows a lower deposition thickness and a more extended southeastward dispersion of deposition, reaching the outer domain boundaries.

The daily sediment redeposition patterns for each of the sediment classes are shown in Figure 7. No significant changes for class 2 and 3 after 12 h are observed, as most of the sediments have already deposited earlier. On the contrary, the far-field sediment deposition of class 1 still evolves in area and thickness. The general deposition pattern for class 1 is slightly different from other classes and bifurcates southeastward with a sparse deposition (Figures 7a–d). The dominant southeastward deposition pattern of class 1 comes from the increased release rate adopted at track 3 and 4 to compensate for the missing SSC signal at the PFM02 station, and the dominant southeast current direction in the early dredging time on 11 April. Using a bulk density of freshly deposited sediments of 200 kg m$^{-3}$ and considering a porosity of 90% for the newly deposited material, the greatest deposition thickness reaches 0.12, 0.39, and 0.2 mm for the different sediment classes (1, 2, and 3, respectively) at the end of the simulation period (Figures 7d–l). The final accumulated sediment deposition of class 1–3 reaches up to 0.7 mm after 4 days (Figure 7m). We have also added sediment class 4 in our calculation to mimic re-mobilisation of particles that do not resuspend. Following the increase of maximum total sediment deposition in the dredging tracks to 9 mm, a significant rise in average deposition height is evident in the near-field area (Figure 7n). Including sediment class 4 in our calculation has improved prediction of near-field deposition thickness without influencing the far field deposition pattern (compare isoline's locations of 0.07 mm at Figures 7m, n). In addition, the distribution of simulated sediment deposition

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Overview of model experiments and applied parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eddy viscosity (m$^2$ s$^{-1}$)</td>
<td>$10^{-4}$</td>
</tr>
</tbody>
</table>

**Figure 6**: Deposition pattern for particle classes 1–3 for 12 h following the dredging in 2 h time intervals.

**Figure 7**: Sediment deposition for particle class 1 shows a lower deposition thickness and a more extended southeastward dispersion of deposition, reaching the outer domain boundaries.
with a thickness >0.07 mm resembles the deposition patterns obtained from seafloor photo image measurements (Figure 8).

The thickness of sediment redeposition in our model results agree with the previous measurements from deep-sea benthic disturbance experiments such as JET and BIE in the CCZ, which show that the maximum deposition thickness reached 12 and 1.9 mm for much larger sediment release of 1,450 and 352 t albeit in larger regions than the DA (Trueblood, 1993; Barnett and Yamauchi, 1995; Nakata et al., 1997). The quantitative comparison of our results agrees with those experiments.

4.6. Mass Balance and Residence Time
The time evolution of the total suspended and deposited sediment mass within 4 days of the simulation are shown in Figure 9. Sediment class 4 does not influence SSC and thus is excluded from mass balance analysis. The total sediment release in the entire study region is in equilibrium with the suspended and deposited mass (Figure 9A). The time evolution of the different sediment class masses indicates a distinct behaviour for each sediment class. At the end of the simulation period 1,240, 2,907, and 995 kg of sediment from class 1, 2, and 3 are deposited on the seafloor. Therefore, total suspended mass released into the water from class 1 to 3 during the dredge experiment is about 5,140 kg (Figure 9A). However, including sediment class 4 in our calculation increases the total mobilised sediment up to about 21,740 kg. Only about 0.1% of sediment class 1 remains in suspension at the end of the simulation period, which is negligible (Figure 9A). The mass deposition for class 2 and 3 reaches an equilibrium shortly after the sediment release is stopped; due to lower settling velocities it takes longer for class 1 to meet mass deposition stability (Figure 9A). It is interesting to mention that higher vertical eddy viscosity in the model did not result in any notable change for the residence time of any sediment class.

A similar observation was made for the sediment plume analysed by residence time, defined here as the time in which the suspended mass is reduced by 95%. While the residence time for sediment class 1 is about 1.5 days (at time snapshot of 50:00 h), this is much shorter for sediment classes 2 and 3 which took place immediately after completion of the dredging when no sediment is available in the water column. The time series of relative proportion of the suspension mass in the water indicates a non-linear decline tendency (Figure 9B). The suspended mass of size class 1 particles drops by 90% within the first 34 h (see time snapshot at 40:00 h in Figure 9B), in the next 32 h it drops by only 9% (see time snapshot at 72:00 h). In the last 24 h, it only drops another 0.9%. The mass balance analysis indicates that the residence time of sediment classes, independent of the amount of sediment released into the water column, is related to the settling velocity of different particle size classes. Our results are in agreement with the modelling study of Jankowski and Zielke (2001) with a larger sediment release rate during the DISCOL experiment (1,450 t), which indicates that irrespective of the higher amount of sediment released a similar residence time of 1–6 days is obtained.

4.7. Area of Deposition, Model-Data Comparison
The total surface area of deposition of different thickness calculated for particle size classes 1–3 and classes 1–4 is shown in Table 2. Note that sediment class 4 in our simulation neither impacts SSC observed at the monitoring stations nor the area of sediment deposition in the far-field (deposition with a thickness lower than 0.07 mm). The 0.07 mm redeposition isoline is taken as threshold for distinguishing between near- and far-field area. For a better visualisation, the colourbar is customised as different colour scale for near and far-field area.
The variability of the area with a deposition $>1$ mm is only affected by the release of sediment class 4 in our experiment (see Figure 7n). However, the deposition thickness of 0.07 mm can be seen at a distance of up to 320 m from the release center at the southwest edge following the dominant current direction during the dredge experiment (see Figures 3, 7m,n).
FIGURE 7 | Sediment redeposition patterns at (a) 24 h, (b) 48 h, (c) 72 h, and (d) 96 h after dredging for particle size class 1. Subplots (e–l) show similar for particle size class 2 and class 3, respectively. The colourbar indicates the thickness of sediment redeposition from 0.01 to 9 mm in logarithmic scale. Black solid contours refer to labels at the colourbar axis. Total accumulation of sediment deposition is shown in (m) for class 1–3 and in (n) for class 1–4. The 0.07 mm deposition thickness shown as thick grey contours marks the boundary between near-field and far-field areas. The dashed lines show the position of transects X1 and X2 in Figure 11.
The farther westward displacement of the deposition pattern for all deposition thickness classes confirms the higher meridional (E-W) component of the prevailing current.

Based on the analysis of photos from the seabed deposition in the dredging area, one area with faint sediment deposition was visually distinguished as well as one with comparably thick sediment deposition, with surface areas of 58,597 and 32,353 m$^2$, respectively. It must be noted that a full overview image of the areas and relevant blanketing thickness of sediment redeposition could have been obtained only with a more detailed measurements using an autonomous underwater vehicle. Therefore, our definition of different thicknesses is rather arbitrary. Qualitative model-data comparison shows that the model satisfactorily predicts the observed deposition pattern (see Figure 8). The region which according to the modelling results has 1 mm or more deposition has a size of 33,000 m$^2$, which almost equals the shape and the absolute value of area with thick cover obtained from the photo observations (compare Figure 7n and Figure 8). The simulated area of faint coverage ($\geq 0.5$ mm) is 46,000 m$^2$ in size, showing that the model underestimated the area of the faint coverage by about 20% when compared with the observation, (see the third row of Table 2). Nevertheless, due to lack of quantitative validation of the observations the model-data comparison for the blanketing area remains uncertain. The modelling results show that the deep-sea area in the vicinity of dredging tracks is significantly impacted by the dredging experiment.

4.8. Natural Resuspension of Plume Deposit
Using long-term sea surface height anomaly data, Purkiani et al. (2020) show that between 4 and 5 long-lived anticyclonic eddies with a life-time longer than 90 d are formed annually in the northeastern Pacific Ocean. The study shows that most of the long-lived mesoscale eddies pass the GLA and depending on their strength may increase the mean current velocity at the abyssal seabed by a factor of 3–4 (Aleynik et al., 2017) or at least change the prevailing southeastward current directions to a northward current direction for a period of a few weeks (Purkiani et al., 2020). Strong deep-sea current velocities e.g., at the northwestern Bermuda Rise related to sea surface eddies caused by the meandering Gulf stream are able to episodically erode seafloor sediment and develop a benthic nepheloid layer (Gardner et al., 1985, 2017). Deep-sea current variability due to the passage of a surface mesoscale eddy can have significant impacts on sediment plume dispersion in the GLA (Aleynik et al., 2017). Therefore, the influence of current variability, if any, on potential resuspension of the fresh plume deposit was investigated in our study.

During the dredge experiment, the northern edge of an anticyclonic eddy generated off the coast of Central America reached the GLA during early May (Linke and Haeckel, 2019). This means that, considering a 2-week delay between sea surface anomaly and its bottom impacts, the deep-sea current alteration could have reached the seafloor during the dredge experiment. In agreement with the observations in the field (Haalboom et al., in preparation), our modelling results do not show any resuspension of sediment stirred up and redeposited during the dredge experiment. This is likely due to the weak current intensification, if any, that did not exceed the critical shear stress required for sediment resuspension. Sediment plume resuspension could reduce the sediment deposition in the near-field area and disperse it over a larger area with a lower thickness.

5. DISCUSSION
Here, motivated by available data obtained from a dredge experiment, we conducted high-resolution numerical simulations with special focus on the validation of a sediment transport model. In the following section the validated model and its relevant parameters are applied to different experimental conditions such as different topography and higher sediment release height above the seafloor to investigate their effects on sediment plume deposition.

5.1. Effect of Topography
A numerical simulation with flat and horizontal topography and identical model forcing and parameters adopted from Exp6 was examined to determine the importance of seabed topography for the deposition pattern. Results show that even though slopes in the dredging area are very gentle, the deposition patterns and the extent of the low deposition contours (0.07 mm and smaller ones) are significantly affected by these variations (Figure 10A). We observe a dominant deposition tendency to the south, and a substantial bifurcation of deposition in the southeast area. The southeast bifurcation is generated by a southeastward current, which started right after the dredging began (see the red circle in Figure 3), and the absence of any terrain barrier which could have prevented the sediment plume from moving to the southeast. No significant change relevant to the seabed...
topography was observed for the near-field deposition pattern thicker than 0.5 mm, but the maximum deposition thickness reduced to only 3 mm. Moreover, the general pattern of sediment deposition with a thickness >0.07 mm is different from previous model results (compare Figure 10A and Figure 7n). Thus, our modelling results suggest that the seabed morphology plays an important role in the variation of redeposition patterns in the far-field, confirming field observations from a nearby area in the GLA (Peukert et al., 2018).

5.2. Sensitivity to the Height of Sediment Release

During industrial manganese nodule mining, the collector vehicle will most likely release sediments at a height of 5–6 m above the seafloor (Oebius et al., 2001; BGR, 2019). Apart from the initial momentum given to the sediment particles by the injection from the miner exhaust, sediment is most likely pushed out of the bottom boundary layer (BBL). Owing to the smaller effect of seabed friction at that height, current velocities are relatively uniform and similar to the mean flow velocity, which is faster than closer to the seafloor where velocity is reduced by bottom friction (Perlin et al., 2005). The effect of a higher sediment release is examined by applying a release height of 5 m above the seafloor in contrast to the assumed seafloor level for the dredge experiment. The results are shown in Figure 10B. The most significant difference is seen for the low sedimentation area with a dominant pattern to the west. This is due to the stronger westward current component at the greater release height. In addition, our results show a reduced southward extent of the sediment deposition pattern. The greater release height also increases deposition toward the southeast, where a thin blanketing is observed (Figure 7n). However, in the near-field area the general deposition pattern remains almost the same but with a lower maximum deposition of about 3.9 mm. This highlights
the importance of considering adequate release height and the relevant current velocities in industrial-scale modelling scenarios, especially for environmental impact assessment in the far-field area.

5.3. Effect of Seawater Stratification on Vertical Extent of the Sediment Plume

In coastal seas and estuaries where tidal and wind mixing effects commonly reach the seafloor and lead to sediment resuspension, water stratification tends to limit the vertical distribution of sediment plumes and the resulting sediment dispersion (see e.g., Baeye et al., 2011; Hu et al., 2019). In the deep sea at more than 4,000 m water depth, stratification is generally very weak, and dynamic mixing processes that may result in sediment resuspension and dispersion are also rare. An exception is formed by intermittent strong near-bed flow resulting from tides or mesoscale eddy activity at the sea surface. It has been shown that these two effects have comparable contributions in controlling abyssal current variability in the GLA (Aleynik et al., 2017). For this scenario, the vertical distribution of the sediment plume was analysed at two lateral transects (Figure 11), showing that it is strongly dependent on the seawater stratification. During the persistently stratified period, the sediment plume remains close to the seafloor (Figures 11A,G–I), but as the water undergoes strong mixing, the sediment cloud rises in the water column. Increased SSCs can be seen at higher altitude above the seafloor such that e.g., the 0.5 mg l$^{-1}$ SSC isolines reach 8 m above the seafloor (Figures 11D–F,K). Where sediment release by mining coincides with a period of stronger mixing, the suspended sediment plume may rise to tens of meters above the seafloor. This may enhance horizontal dispersion of the sediment plume and eventually far-field deposition.

6. CONCLUSIONS AND RECOMMENDATIONS

We performed a small-scale dredge experiment and combined a numerical model with observations from a monitoring array to investigate the spread of the sediment plume and the amount of redeposition induced by dredging. The meaningful statistical correlation between model and observational data shows that the developed model is capable to reproduce the spread and deposition of a sediment plume with some smaller uncertainties. While the spatial pattern of sediment deposition was satisfactorily simulated in accordance with photos taken during the experiment, the deposition height in the dredging tracks remains uncertain. Despite the low sediment release rate, the model results show a relatively high suspended sediment concentration even at a distance up to 200 m from the source. A blanketing layer of 0.5 mm extends to an area of about 46,000 m$^2$ in the near-field area, which could already have detrimental consequences for certain deep-sea communities (Schaaning et al., 2008). However, the area with a deposition height of 0.07 mm following the dominant current direction in this area reaches up to 320 m away from the source. Thus, it can be inferred that a significantly greater sediment release during industrial mining would lead to a higher sediment deposition of up to a few centimeters in the near-field area and an expanded far-field low sedimentation area up to several kilometers away from the source. The correct properties of deep sea currents, the sediment settling velocity, and the sediment release rate are the main factors for a reliable simulation of the sediment transport in the deep sea. Other numerical parameters such as sediment diffusivity and the 3-D ocean viscosity background do not cause significant effects and are only of secondary importance to achieve a good agreement between model results and observations. The model was more
sensitive to the ocean viscosity background coefficient. The impacts of the seafloor morphology and sediment release altitude on the deposition pattern are significant. A higher sediment release height can lead to wider horizontal dispersion of the sediment plume and extension of the far-field impacted area. Our study further shows that the onset and loss of seawater stratification both play a key role in the extension height of SSC from the bottom. For industrial-size release rates near seamounts or other morphological features, which are hotspots for increased turbulence in the deep ocean, the increased vertical dispersion of SSC should be considered as these might reach a couple of tens of meters above the seafloor. This might reduce the severity of impact of a thick and thus spatially more constrained deposition in the near-field. Eventually, this
model and its parameters can be used for numerical simulation and prediction of sediment plume distribution induced by potential future industrial mining activities in the eastern CCZ. Furthermore, the model results can be used for a better informed positioning of seafloor monitoring arrays to collect the most informative field data for a meaningful recording of the fate of the sediment plume.
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