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Supplementary Figures 

Supplementary Figure 1 Continuously logged treatment temperatures (°C) in No (A, grey), 

Interrupted (B, yellow-green), Present-day (C, orange) and Extended (D, red) heatwave 

treatments (see Figure 1 for treatment descriptions). Shown are means over the two tanks with 

the same applied treatment (hourly means). Dotted lines show the anticipated temperatures. 
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Supplementary Figure 2 Point measurements of temperature (°C, A), salinity (B), pH (C) and 

oxygen concentration (mg L-1, D), in No (grey), Interrupted (yellow-green), Present-day 

(orange), and Extended (red) heatwave treatments (see Figure 1 for treatment descriptions). 

Shown are means and standard deviations for n=12 (Present-day and Extended) and for n=11 

(No and Interrupted). 
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Supplementary Figure 3 Modelled yearly cold-spell frequency (A), duration (B), maximal 

intensity (C), cumulative intensity (D), onset (E) and decline rate (F) after Hobday et al. (2016), 

using published data (Wolf et al. 2020). Trends were modelled using Generalized Additive 

Models (GAMs). Shaded areas represent the 95% confidence intervals. Detailed statistic results 

are given in Supplementary Table 3. 
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Supplementary Figure 4 Modelled yearly heatwave frequency (A), duration (B), maximal 

intensity (C), cumulative intensity (D), onset (E) and decline rate (F) after Hobday et al. (2016), 

using published data (Wolf et al. 2020). Trends were modelled using Generalized Additive 

Models (GAMs). Shaded areas represent 95% confidence intervals. Detailed statistical results 

are given in Supplementary Table 4. 
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Supplementary Figure 5 Deviations from annual mean seawater temperature from a 22-year 

mean (A; Wolf et al. 2020) and cold-spell durations in different months over the 22-year record 

(B). Colors in A represent cold (light grey) or warm years (dark grey) and in B the intensity of 

the cold-spells (i.e. maximal amplitude below the climatological value). 
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Supplementary Figure 6 Differences between the Generalized Additive Mixed-effect Models 

(GAMM) of different treatments (A-F) for feeding rate (mg mussel dry weight per day) of 

Asterias rubens during 68 days of incubation, under No, Interrupted (=Inter.), Present-day 

(=Pres.) and Extended (=Ext.) heatwave treatments (see Figure 1 for treatment descriptions). 

Data are represented as model (GAMM) differences (line) and as 95% confidence intervals 

(shaded areas) for n=12 (Present-day and Extended) and for n=11 (No and Interrupted). The 

red lines represent periods where the models differed. 
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Supplementary Figure 7 Differences between the Generalized Additive Mixed-effect Models 

(GAMM) of different treatments (A-F) for righting time (min) of Asterias rubens during 

68 days of incubation, under No, Interrupted (=Inter.), Present-day (=Pres.) and Extended 

(=Ext.) heatwave treatments (see Figure 1 for treatment descriptions). Data are represented as 

model (GAMM) differences (line) and as 95% confidence intervals (shaded areas) for n=12 

(Present-day and Extended) and for n=11 (No and Interrupted). The red lines represent periods 

where the models differed. 
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Supplementary Figure 8 Feeding rate of Asterias rubens over each three days 

(mg mussel dry weight per day) during 68 days of incubation under No (A), Interrupted (B), 

Present-day (C) and Extended (D) heatwave (MHW) treatments (see Figure 1 for treatment 

descriptions). Data are represented as means and 95% confidence intervals for n=12 

(Present-day and Extended) and for n=11 (No and Interrupted). The different colors represent 

periods of applied heatwaves (orange = ramping to red = full treatment).  
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Supplementary Figure 9 Wet weight (g) of Asterias rubens during 68 days of incubation under 

No (A), Interrupted (B), Present-day (C) and Extended (D) heatwave (MHW) treatments (see 

Figure 1 for treatment descriptions). Data are represented as means and 95% confidence 

intervals for n=12 (Present-day and Extended) and for n=11 (No and Interrupted). Red bars 

represent measurements during heatwaves. 
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Supplementary Figure 10 Righting Time (minutes) of Asterias rubens during 68 days of 

incubation under No (A), Interrupted (B), Present-day (C) and Extended (D) heatwave (MHW) 

treatments (see Figure 1 for treatment descriptions). Data are represented as means and 95% 

confidence intervals for n=12 (Present-day and Extended) and for n=11 (No and Interrupted). 

Red bars represent measurements during heatwaves. 
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Supplementary Figure 11 Recorded Temperatures (°C; solid black lines) in 1.8 m depth in the 

Kiel Fjord, Germany at the GEOMAR pier (N54° 19' 45.97" E10° 8' 58.582"; Wolf et al. 2020) 

of the years 1997 until 2018. This dataset was analyzed on the occurrences of heatwaves and 

cold spells after Hobday et al. (2016). Based on this modelling the 22-year climatological values 

are represented as grey solid line, whereas the thresholds for heatwaves (i.e., 90th percentile) 

and cold-spells (i.e., 10th percentile) are represented as dotted lines. Temperatures above the 

climatological values, but below the 90th percentile are shown in orange, whereas temperatures 

above the 90th percentile are shown in red. Temperatures below the climatological trend, but 

above the 10th percentile are shown in light-blue, whereas temperatures below the 10th 

percentile are shown in dark-blue. 
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Supplementary Tables 

 

Supplementary Table 1 Heatwave characteristics (minimal, mean, and maximal values) 

modelled after Hobday et al. (2016) using published data (Wolf et al. 2020) separated after 

seasons or summarized over the year. Frequency represents the number of events per year or 

season, the duration represents the time of the events (days), intensity represents the amplitude 

above the climatological values (°C), onset rate represents the increase of temperature from the 

time crossing the 90th percentile until the maximum of the event (°C per day) and the decline 

rate represents the decrease of temperature from the maximum of the event until the time it 

crosses the 90th percentile (°C per day). For a detailed description of the traits see Figure 1 in 

Hobday et al. (2016). Bold numbers represent values used for creating the experimental 

heatwave treatments given in Figure 1. 

Heatwave trait Trait parameter Annual Spring Summer Fall Winter 

Frequency 

Minimal 0 0 0 0 0 

Mean 1.8 0.4 0.7 0.3 0.4 

Maximal 6 4 3 2 2 

Duration 

Minimal 5 7 5 5 5 

Mean 14.9 10.8 13.6 18 18.2 

Maximal 75 22 39 32 75 

Intensity 

Minimal 1.7 2.4 3.5 1.8 1.7 

Mean 3.6 3.9 4.6 2.9 2.5 

Maximal 6 6 5.8 3.9 3.3 

Onset Rate 

Minimal 0 0.1 0.1 0.1 0 

Mean 0.3 0.4 0.4 0.2 0.1 

Maximal 1.2 1.2 0.7 0.4 0.4 

Decline Rate 

Minimal 0 0.1 0.1 0.1 0 

Mean 0.4 0.7 0.5 0.2 0.1 

Maximal 1.9 1.9 1.4 0.7 0.4 
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Supplementary Table 2 Cold-spell characteristics (minimal, mean, and maximal values) 

modelled after Hobday et al. (2016) using published data (Wolf et al. 2020) separated after 

seasons or summarized over the year. Frequency represents the number of events per year or 

season, the duration represents the time of the events (days), intensity represents the amplitude 

below the climatological values (°C), onset rate represents the decrease of temperature from the 

time crossing the 90th percentile until the maximum of the event (°C per day) and the decline 

rate represents the increase of temperature from the maximum of the event until the time it 

crosses the 90th percentile (°C per day). 

Trait Trait Characteristic Annual Spring Summer Fall Winter 

Frequency 

Minimal 0 0 0 0 0 

Mean 2 0.5 0.5 0.5 0.5 

Maximal 6 3 3 2 2 

Duration 

Minimal 5 5 6 5 5 

Mean 12.7 15.5 7.8 9.2 18.3 

Maximal 62 62 15 18 59 

Intensity 

Minimal 1.8 2.5 2.8 1.8 2.2 

Mean 3.7 4.1 4.3 2.4 3.7 

Maximal 6.9 5.9 6.9 3.1 5.8 

Onset Rate 

Minimal 0 0.1 0.1 0 0.1 

Mean 0.7 0.6 1.3 0.3 0.4 

Maximal 3.1 2.5 3.1 0.7 1.4 

Decline Rate 

Minimal 0 0.1 0.1 0.1 0 

Mean 0.3 0.3 0.4 0.2 0.4 

Maximal 1.2 0.8 1.1 0.6 1.2 
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Supplementary Table 3 Generalized Additive Model (GAM) results for cold-spell frequency, 

duration, maximal intensity, cumulative intensity, onset rate and decline rate. The GAM for 

frequency, duration, maximal intensity, cumulative intensity, onset rate and decline rate had an 

explained deviance of 0.0%, -3.2%, 23.2%, -2.6%, 36.3% and 34.5%, respectively. 

GAM Frequency         

Parametric Coefficients Estimate Std. Error t-value p-value 

Intercept 0.693 0.151 4.597 <0.001 

Smooth Terms Estimated d.f. Reference d.f. F-value p-value 

s (Year) 1.000 1.000 0.005 0.943 

GAM Duration         

Parametric Coefficients Estimate Std. Error t-value p-value 

Intercept 14.909 3.112 4.792 <0.001 

Smooth Terms Estimated d.f. Reference d.f. F-value p-value 

s (Peak Date) 1.000 1.000 0.718 0.402 

s (Month) 1.000 1.000 0.504 0.482 

GAM Maximal Intensity         

Parametric Coefficients Estimate Std. Error t-value p-value 

Intercept 3.664 0.176 20.870 <0.001 

Smooth Terms Estimated d.f. Reference d.f. F-value p-value 

s (Peak Date) 1.000 1.000 3.861 0.057 

s (Month) 2.636 2.907 3.168 0.042 

GAM Cumulative Intensity         

Parametric Coefficients Estimate Std. Error t-value p-value 

Intercept 44.909 11.282 3.981 <0.001 

Smooth Terms Estimated d.f. Reference d.f. F-value p-value 

s (Peak Date) 1.000 1.000 0.473 0.496 

s (Month) 1.000 1.000 0.393 0.535 

GAM Onset Rate         

Parametric Coefficients Estimate Std. Error t-value p-value 

Intercept 0.688 0.095 7.236 <0.001 

Smooth Terms Estimated d.f. Reference d.f. F-value p-value 

s (Peak Date) 1.000 1.000 11.359 0.002 

s (Month) 2.474 2.810 6.283 0.002 

GAM Decline Rate         

Parametric Coefficients Estimate Std. Error t-value p-value 

Intercept 0.345 0.038 8.994 <0.001 

Smooth Terms Estimated d.f. Reference d.f. F-value p-value 

s (Peak Date) 1.887 2.338 2.942 0.051 

s (Month) 2.577 2.868 2.822 0.031 
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Supplementary Table 4 Generalized Additive Model (GAM) results for heatwave frequency, 

duration, maximal intensity, cumulative intensity, onset rate and decline rate. The GAM for 

frequency, duration, maximal intensity, cumulative intensity, onset rate and decline rate had an 

explained deviance of 0.0%, 2.7%, 57.2%, -0.4%, 24.1% and 28.3%, respectively. 

GAM Frequency         

Parametric Coefficients Estimate Std. Error t-value p-value 

Intercept 0.573 0.160 3.575 <0.001 

Smooth Terms Estimated d.f. Reference d.f. F-value p-value 

s (Year) 1.000 1.000 0.000 0.992 

GAM Duration         

Parametric Coefficients Estimate Std. Error t-value p-value 

Intercept 16.327 3.041 5.369 <0.001 

Smooth Terms Estimated d.f. Reference d.f. F-value p-value 

s (Peak Date) 1.000 1.000 0.019 0.891 

s (Month) 1.712 2.040 1.892 0.177 

GAM Maximal Intensity         

Parametric Coefficients Estimate Std. Error t-value p-value 

Intercept 3.642 0.130 27.980 <0.001 

Smooth Terms Estimated d.f. Reference d.f. F-value p-value 

s (Peak Date) 1.000 1.001 0.000 0.999 

s (Month) 2.689 2.924 14.939 <0.001 

GAM Cumulative Intensity         

Parametric Coefficients Estimate Std. Error t-value p-value 

Intercept 47.875 9.720 4.925 <0.001 

Smooth Terms Estimated d.f. Reference d.f. F-value p-value 

s (Peak Date) 1.000 1.000 0.299 0.588 

s (Month) 1.669 1.993 1.795 0.200 

GAM Onset Rate         

Parametric Coefficients Estimate Std. Error t-value p-value 

Intercept 0.291 0.035 8.323 <0.001 

Smooth Terms Estimated d.f. Reference d.f. F-value p-value 

s (Peak Date) 1.000 1.000 0.087 0.770 

s (Month) 2.381 2.722 4.103 0.040 

GAM Decline Rate         

Parametric Coefficients Estimate Std. Error t-value p-value 

Intercept 0.401 0.062 6.495 <0.001 

Smooth Terms Estimated d.f. Reference d.f. F-value p-value 

s (Peak Date) 1.000 1.000 0.017 0.899 

s (Month) 2.615 2.885 4.849 0.023 
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