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A B S T R A C T   

Since the initial discovery of the non-exponential mass fractionation (non-EMF) of Nd isotopes analysis in 2002, 
similar deviations from an EMF pattern have been reported for measurements of a number of isotope systems (e. 
g., Si, Ge, Sr, Sn, Ba, Yb, W, Os, Hg and Pb) with MC-ICP-MS. However, the previous controversial reports on the 
magnitude of the deviations from EMF suggest that instrumental mass bias behaviour of MC-ICP-MS is neither 
fully understood nor well-characterised. Consequently, the standard approach of using a mass dependent frac
tionation (MDF) correction model (e.g., exponential law) may lead to both inaccurate and imprecise results. In 
this study, we systematically characterise the instrumental mass fractionation of MC-ICP-MS using Nd isotope 
measurements carried out under different plasma conditions, quantified using the normalised argon index (NAI) 
as an estimate of plasma temperature. Our results indicate that the mass bias of MC-ICP-MS is not always a simple 
exponential function of mass but shows systematic deviations from an EMF behaviour, which are closely asso
ciated with decreased NAIs. As a result, the conventional exponential correction yields a 143Nd/144Nd value of 
0.512257 for the reference material BHVO-2 when the NAI is low, which is 722 ppm lower than the reported 
value of 0.512979. By tuning the plasma to higher NAIs (higher plasma temperatures), the deviations from the 
EMF array are systematically attenuated and the exponential correction is able to correct for the instrumental 
mass bias under high NAIs. In contrast, a regression correction model for Nd isotopes is developed to account for 
the observed mass fractionation behaviour that does not follow EMF under low NAIs, given that the regression 
correction relies on the observed loglinear fractionation of different isotope pairs and does not require both 
isotope ratios to undergo EMF. We expect that the analytical protocol and fundamental insights gained in this 
study are applicable to a wide range of other isotope measurements with MC-ICP-MS.   

1. Introduction 

Multiple-collector inductively coupled plasma mass spectrometry 
(MC-ICP-MS) has become the method of choice for the fast acquisition of 
precise and accurate isotope ratio data. The plasma source allows for 
high ionisation efficiency and a more rapid sample throughput than 
thermal ionisation mass spectrometry (TIMS). However, MC-ICP-MS 
displays a large instrumental mass fractionation (bias), typically in the 
percent range, which is an order of magnitude larger than the charac
teristic bias observed for TIMS measurements. The mechanisms of this 
phenomenon are still not fully understood. One concept assumes that the 
large instrumental mass bias is caused by “space charge effects” in the 
interface and the focusing lens region (e.g., Jarvis et al., 1992). The high 
charge density in the ion beam generates electrostatic repulsion between 

the positively charged ions after they have passed through the skimmer 
orifice, pushing their trajectories away from the beam axis (e.g., Santos 
et al., 2007). The degree to which the different isotopes are deflected 
mainly depends on their respective kinetic energy, which in turn is a 
function of their mass. While this mechanism would explain some of the 
effects seen in elemental analyses using ICP-MS instruments, it is 
currently unclear if “space charge effects” are indeed the primary source 
of the isotope mass bias in MC-ICP-MS (Rehkämper et al., 2001). In 
addition, it has been suggested that the large instrumental mass bias is 
caused by the very high temperature of the plasma, which generates ions 
with different initial energies and thus with complex trajectories within 
the mass spectrometer (Albarède et al., 2004). Therefore, correction and 
compensation of instrumental mass bias and its potential variability is a 
major concern during MC-ICP-MS measurements and effective 

* Corresponding author at: GEOMAR Helmholtz Centre for Ocean Research, Kiel, Germany. 
E-mail address: yyu@geomar.de (Y. Yu).  

Contents lists available at ScienceDirect 

Chemical Geology 

journal homepage: www.elsevier.com/locate/chemgeo 

https://doi.org/10.1016/j.chemgeo.2024.122220 
Received 24 March 2023; Received in revised form 7 June 2024; Accepted 10 June 2024   

mailto:yyu@geomar.de
www.sciencedirect.com/science/journal/00092541
https://www.elsevier.com/locate/chemgeo
https://doi.org/10.1016/j.chemgeo.2024.122220
https://doi.org/10.1016/j.chemgeo.2024.122220
https://doi.org/10.1016/j.chemgeo.2024.122220
http://crossmark.crossref.org/dialog/?doi=10.1016/j.chemgeo.2024.122220&domain=pdf


Chemical Geology 662 (2024) 122220

2

correction will depend on a thorough understanding of the underlying 
processes causing mass bias. 

A number of correction models for instrumental mass fractionation 
(e.g., the power and the exponential laws) have been developed and 
successfully employed for the correction of the mass bias that occurs 
during TIMS measurements (Russell et al., 1978). However, the current 
absence of a causal law that accurately describes the mass discrimina
tion of MC-ICP-MS has led to the application of the same correction 
models as used for TIMS. The exponential law is the most widely applied 
model to quantify instrumental mass bias for a wide variety of elements. 
In the case of radiogenic isotope systems (e.g., Nd) which also have 
stable non-radiogenic isotope pairs, compensation for instrumental mass 
bias has been realised by internal normalisation, whereby the fraction
ation factor (β) is determined applying an exponential law using a 
known non-radiogenic invariant ratio of two Nd masses (e.g., 
146Nd/144Nd). An underlying assumption of exponential correction is 
that both stable and radiogenic isotope pairs (e.g., 146Nd/144Nd and 
143Nd/144Nd) undergo mass dependent fractionation (MDF) following 
an exponential law. However, it has been observed that this standard 
approach of using 146Nd/144Nd to normalise other Nd isotope ratios (e. 
g., 143Nd/144Nd) leads to both inaccurate and imprecise results due to 
the fact that the observed relationships between measured 146Nd/144Nd 
and 143Nd/144Nd are different from that expected for an exponential 
mass fractionation (EMF, Vance and Thirlwall, 2002). Therefore, the 
traditional mass bias correction methods, such as the exponential model, 
may be incapable of adequately correcting for instrumental mass 
discrimination in MC-ICP-MS. 

Previous studies have suggested that observed deviations from 
normal EMF on MC-ICP-MS are associated with an increased level of Nd 
oxide formation when a high sensitivity skimmer cone (e.g., “X” cone in 
the case of Thermo Scientific Neptune Plus) is used (Frères et al., 2021; 
Newman, 2012; Newman et al., 2009). However, significant departures 
from EMF have been observed using different skimmer cones (e.g., “H” 
cone) for Si, Ge, Sr, Sn, Ba, Yb, W, Os, Hg and Pb isotope analysis with 
MC-ICP-MS (Bragagni et al., 2023; Irrgeher et al., 2013; Shirai and 
Humayun, 2011; Thirlwall and Anczkiewicz, 2004; Yang et al., 2011, 
2018; Zhu et al., 2018). In addition, it is important to note that while the 
observed instrumental mass bias does not follow the conventional EMF 
model, it is still mass dependent. Therefore, the term “non-EMF”, rather 
than “mass independent fractionation” (MIF), is used to describe the 
observed mass bias that deviates from the normal exponential frac
tionation law in this study. 

It has been documented that different combinations of operating 
conditions (e,g., RF power, gas flows) result in particular thermal con
ditions of the plasma in the region where it is sampled for isotope 
analysis (e.g., Fietzke and Frische, 2016). Our research is based on the 
hypothesis that the variability of the mass bias behaviour of MC-ICP-MS 
is controlled by different plasma conditions, while the occasional 
observation of deviations from EMF with specific cone geometry is 
rather a result of these conditions. Indeed, for a range of elemental an
alyses with ICP-MS (e.g., Li, B, Fe, Ni, Cu, Sb, Ce, Hf and Re), the 
magnitude of mass bias was found to be highly affected by the instru
mental operating conditions and related processes within the plasma 
(Andrén et al., 2004; Fontaine et al., 2009). This is further supported by 
the results of Yu et al. (2020), which demonstrate that different plasma 
conditions produce significant changes of instrumental mass fraction
ation for stable Ba isotope analysis with MC-ICP-MS. 

To date, only few studies have been devoted to understanding the 
causal relationship between instrumental mass fractionation and plasma 
conditions, which is partly due to a large number of interactive instru
mental variables and their contributions to different plasma operating 
states and the difficulty of objectively comparing resulting plasma 
conditions. In order to better constrain these plasma conditions, Fietzke 
and Frische (2016) introduced the normalised argon index (NAI) as a 
quantitative indicator of plasma states: 

NAI = 2⋅38Ar+
/40Ar+2 (1)  

whereby the 38Ar+ ion intensity primarily depends on temperature- 
induced Ar ionisation, while the abundance of 40Ar2

+ dimer ions 
decrease with increasing plasma temperature as the Ar-Ar bond is more 
effectively broken at higher temperature. Normalising the 38Ar+ to 
40Ar2

+ not only accounts for temperature induced plasma expansion, but 
also enhances the monitoring sensitivity of plasma temperature. 
Therefore, the NAI reflects the actual thermal conditions of the plasma at 
the site of ion sampling regardless of how this state has been achieved by 
a complex combination of RF power, gas flows and cone geometry 
(Fietzke and Frische, 2016). 

Unlike previous studies that noted instrumental mass bias deviating 
from the expected EMF occasionally, this study represents a significant 
advancement by systematically charactering the mass bias behaviour of 
MC-ICP-MS using the well-known Nd isotope system under a range of 
quantified plasma conditions (NAI values). It not only confirms previous 
observations of deviations from EMF but also offers practical guidelines 
for minimising the magnitude of the observed deviations by increasing 
NAI values and thereby achieving a simple EMF array. Consequently, the 
exponential correction is able to resolve the instrumental mass bias 
during isotope analysis when the NAI is high. Alternatively, a newly 
developed regression correction method for both radiogenic and stable 
Nd isotopes is presented to account for the non-EMF behaviours 
observed under low NAI settings. 

2. Instrumental setup 

Solutions of the Nd isotopic standard JNdi-1 (Tanaka et al., 2000) 
and the Nd concentration standard NIST SRM 3135a were used as pri
mary and secondary standards in this study. Note that the NIST SRM 
3135a has not been certified for its isotopic composition, which may 
vary from batch to batch. A basalt rock reference material from the USGS 
(BHVO-2) was also used in this study. Neodymium was purified using a 
well-established ion chromatographic technique detailed in previous 
studies in our lab (cf. Laukert et al., 2017). Briefly, rare earth elements 
(REEs) were separated from the sample matrix using BioRad AG50W-X8 
cation exchange resin following a modified protocol of Münker et al. 
(2001), followed by a second column with Eichrom Ln-Spec resin to 
separate Nd from the other REEs following a modified protocol of Pin 
and Zalduegui (1997). 

The Nd isotope data of this study were acquired over approximately 
two years using a Neptune Plus MC-ICP-MS (Thermo Scientific, Bremen, 
Germany) in low-resolution mode at GEOMAR, Kiel. The analyte was 
introduced as a dry aerosol using an Aridus II desolvation system 
(CETAC Technologies) fitted with an ESI (Elemental Scientific) PFA 
micro-concentric nebuliser (uptake rate of ~50 μl min− 1). Neodymium 
isotope ratios were measured using either 10 or 50 μg L− 1 solutions 
under seven different NAI values. Each plasma state applied during the 
experiment required the zoom optics, torch positions and source lenses 
to be tuned for maximum Nd ion transmission. The achieved conditions 
where then kept constant for the Nd isotope analysis. The NAI values 
were monitored by measuring mass 38 (i.e. 38Ar+) and mass 80 (i.e. 
40Ar2

+) under high-resolution mode on the H4 Faraday cup using a 1011 

Ω resistor at the beginning and the end of each measurement session. It 
is worth noting that the achieved NAI conditions generally remained 
stable throughout the measurement sessions. An on-peak zero mea
surement was conducted by measuring 2% HNO3 before each sample 
and applied to the measured Nd signals to account for blank and base
line. The signals of 140Ce and 147Sm were monitored to correct isobaric 
interferences of 142Ce on 142Nd, 144Sm on 144Nd, 148Sm on 148Nd, and 
150Sm on 150Nd. Mass spectrometric precision is given as 2 standard 
deviations (2SD) of the average 143Nd/144Nd, 142Nd/144Nd, and 
150Nd/144Nd values obtained from repeated analyses of single aliquots. 

Previous studies found that the high-sensitivity “X” skimmer cone 
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geometry is associated with a significantly elevated oxide formation 
rate, which causes additional contributions to the instrumental mass 
fractionation (e.g., Newman, 2012). For the experiments of this study, 
the same “X” skimmer combined with a “Jet” sampler cone were used to 
show that the instrumental mass bias is not directly linked to a specific 
cone geometry. Details of instrumental operating parameters and col
lector configurations are summarised in Table S1. 

3. Results and discussion 

3.1. Mass fractionation behaviour under different plasma conditions 

For the Nd radiogenic isotope system, internal normalisation repre
sents the routine procedure for the elimination of mass discrimination 
during analysis. The most commonly used correction method for 
instrumental mass bias is exponential normalisation to 146Nd/144Nd =
0.7219 (O’Nions et al., 1977). Using the same approach, the corrected 
143Nd/144Nd ratios of the JNdi-1 standard are plotted for different NAI 
values in Fig. 1 and Table S2. Note that the benchmark reference value of 
the 143Nd/144Nd ratio used in this study is 0.512107 ± 0.000028, which 
represents the average of the published values measured by TIMS from 
the GeoReM database (Jochum et al., 2005). This value is slightly 
different to the accepted value given by Tanaka et al. (2000) of 0.512115 
± 0.000007. 

Our experiments clearly show that the decrease of the NAI (colder 
plasma) causes systematically larger deviations of the exponentially 
corrected 143Nd/144Nd from the reference value, which become signif
icant when the NAI is below 0.15 (Fig. 1). Amongst those, the lowest 
tested NAI value of 0.04 results in the maximum deviation of ~600 ppm 
from the reference value determined by TIMS. By tuning the plasma to a 
higher NAI (hotter plasma), the deviations of the exponentially cor
rected 143Nd/144Nd ratios from the reference value are systematically 
attenuated (Fig. 1). This demonstrates that Nd isotope measurements 
under high NAI are less biased when using the 146Nd/144Nd exponential 
normalisation method. In contrast, the conventionally used exponential 
correction does not adequately account for the mass discrimination of 
143Nd/144Nd under low NAI. 

Running MC-ICP-MS under a high NAI has been shown to be asso
ciated with decreased analyte sensitivity and significantly suppressed 
oxide formation rate (Fietzke and Frische, 2016; Yu et al., 2020), which 
for Nd isotope measurements are determined by the voltage of 146Nd per 
μg L− 1 and 146NdO/146Nd using a pure JNdi-1 standard solution. A 
negative correlation between analyte sensitivity (Fig. 1), Nd oxide for
mation rate (Fig. S1) and NAI is observed at the given uptake rate of 

~50 μl min− 1. Previous studies have suggested that relative analyte 
sensitivity enhancements and elevated oxide formation rate are caused 
by different cone geometries (e.g., Newman, 2012; Newman et al., 
2009). Our results indicate that significant variations in analyte sensi
tivity and oxide formation rate can be achieved with the same cone 
geometries and therefore are likely a function of plasma conditions. 

To obtain insights into the underlying mechanisms controlling the 
mass bias of MC-ICP-MS, we can write the exponential fractionation 
equations for 143Nd/144Nd and 146Nd/144Nd as: 
(143Nd

144Nd

)

meas
=

(143Nd
144Nd

)

corr
⋅
(

M143

M144

)β143/144

(2)  

(146Nd
144Nd

)

meas
=

(146Nd
144Nd

)

corr
⋅
(

M146

M144

)β146/144

(3)  

where the subscripts meas and corr indicate the measured and mass bias 
corrected ratios, respectively. M143, M144 and M146 are the masses of the 
respective Nd isotopes in amu. The superscripts β143/144 and β146/144 
refer to the exponential fractionation factors for 143Nd/144Nd and 
146Nd/144Nd, respectively. Taking the natural logarithm of Eqs. (2 and 
3), we can obtain the relationship between the measured 143Nd/144Nd 
and 146Nd/144Nd as: 

ln
(143Nd

144Nd

)

meas
= ln

(143Nd
144Nd

)

corr
+

β143/144

β146/144
⋅

⎡

⎢
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ln
(

M143
M144

)

ln
(

M146
M144

)

⎤

⎥
⎥
⎦⋅

[

ln
(146Nd

144Nd

)

meas

− ln
(146Nd

144Nd

)

corr

]

(4) 

Accordingly, a logarithmic plot of measured 143Nd/144Nd against 
146Nd/144Nd should yield a straight line with a calculated slope (Scal) of: 

Scal =
β143/144

β146/144
⋅

⎡

⎢
⎢
⎣

ln
(

M143
M144

)

ln
(

M146
M144

)

⎤

⎥
⎥
⎦ (5) 

If the instrumental mass fractionation exclusively corresponds to 
MDF following the exponential law (i.e. β143/144 = β146/144), the pre- 
defined slope only depends on Nd masses and the expected gradient 
for the exponential law is calculated as − 0.50 for 143Nd/144Nd and 
146Nd/144Nd. However, the observed slopes (Sobs) of the best fit lines of 

Fig. 1. Exponentially corrected 143Nd/144Nd ratios for JNdi-1 standard after 
normalising to 146Nd/144Nd = 0.7219 and associated analyte sensitivity against 
different NAIs. The average values (0.512107 ± 0.000028) obtained by TIMS 
are given by the shaded band (Jochum et al., 2005). The mean MC-ICP-MS data 
are 50–600 ppm below the TIMS data. Error bars are given as 2 standard de
viations (2SD) of the average 143Nd/144Nd value obtained from repeated ana
lyses of single aliquots. 

Fig. 2. Plot of the natural logarithm of the measured 143Nd/144Nd and 
146Nd/144Nd for the JNdi-1 standard for different NAI measurement sessions. 
The observed gradients of the best fit lines of the measured ln(143Nd/144Nd) and 
ln(146Nd/144Nd) are significantly different from that expected from an expo
nential mass fractionation (EMF) with a slope of − 0.5 when NAI is <0.15. 
Increasing the NAI gradually shifts the measured raw ratios towards the ex
pected EMF line and for NAIs ≥0.15 they are within error identical. 
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the measured ln(143Nd/144Nd) and ln(146Nd/144Nd) are clearly different 
from that expected for an EMF (Fig. 2). 

More importantly, lower NAI conditions result in increasing de
viations from the expected EMF line, which become significant at NAI 
values <0.15. Clearly, the data obtained under low NAI do not fall on a 
line with a slope of − 0.50 as predicted by Eq. (5) demonstrating that the 
assumption β143/144 = β146/144 is not valid under inadequate plasma 
conditions. Given that the exponential mass bias correction (normalised 
to 146Nd/144Nd = 0.7219) relies on this assumption, it does not provide 
correct 143Nd/144Nd ratios when the assumption is not fulfilled. Our 
data clearly show how the exponential correction systematically leads to 
significant deviations from the reference TIMS value and explain why 
the exponentially corrected 143Nd/144Nd values vary significantly from 
session to session. In addition, our experiments confirm that instru
mental mass fractionation behaviour is strongly dependent on the 
plasma state of the MC-ICP-MS and can be rectified. 

As shown in Fig. 2, an increase of the NAI gradually shifts the 
measured raw ratios to the expected EMF line, suggesting that the higher 
NAIs produce a mass fractionation array that follows an exponential law. 
Therefore, the exponential correction accounts for the instrumental 
MDF and yield corrected 143Nd/144Nd values that match the TIMS 
reference data as shown in Fig. 1. In contrast, the mass discrimination 
under lower NAIs does not display a simple exponential fractionation 
dependence on Nd mass. To further investigate the nature of mass 
fractionation behaviour under low NAIs, a factor Δ is calculated 
following Vance and Thirlwall (2002) as: 

Δ =
βa/b

β146/144
(6)  

where a and b denote different Nd masses. If instrumental mass 
discrimination is a simple exponential function of mass, then the Δ 
values should be the same (Δ = 1) across the entire Nd mass range. 
Fig. 3a shows the β values for the different Nd isotope pairs, normalised 
to the β146/144 value and plotted against the numerator Nd masses. A first 
indication is that the Δ value changes significantly across the limited 
mass range of Nd, which demonstrates that the β146/144 value is not the 
same as other β values for different Nd isotope pairs (e.g., β143/144) as 
shown in previous study (Vance and Thirlwall, 2002). A second indi
cation is that the offsets of the β values (i.e. Δ) systematically decrease 
with increasing NAI but the Δ value is never equal to 1, even under the 
highest NAI monitored in this experiment (Fig. 3b). This is probably due 
to the difference of the average mass between 143Nd/144Nd and 
146Nd/144Nd (i.e. 143.5 vs 145). 

As suggested by Vance and Thirlwall (2002) and Thirlwall and 
Anczkiewicz (2004), any pair of isotopes with the same average masses 

should yield a consistent β value. Our results confirm this hypothesis 
based on two aspects. Firstly, Fig. 3b shows that the β143/144 is not 
identical to β146/144 even under the highest NAI although they are close 
enough to yield accurate and precise 143Nd/144Nd values as shown in 
Fig. 1. Secondly, in the case of 143Nd/144Nd, 145Nd/142Nd is the only 
isotope pair that has the same average mass. As expected, the β143/144 
value is identical to the β145/142 but this is only the case under high NAIs 
(Fig. 3b). Similar to the observations of the β value for 146Nd/144Nd, the 
β offsets between 143Nd/144Nd and 145Nd/142Nd systematically increase 
with decreasing NAIs (Fig. 3b). This highlights that a high NAI is still 
necessary to avoid any mass bias that cannot easily be resolved by the 
widely used exponential mass bias correction. 

Generally, running MC-ICP-MS under a low NAI increases the risk of 
generating instrumental mass bias that does not follow EMF. However, 
due to the relatively low Nd concentrations in some sample materials (e. 
g., seawater), a high sensitivity tuning and associated low NAI is un
avoidable in some instances. Therefore, for such samples an alternative 
approach is required to reliably correct for the instrumental mass bias 
that does not follow a simple EMF law. 

3.2. Mass bias correction methods 

Given that the exponential correction does not resolve mass bias that 
does not follow EMF, the commonly applied correction for MC-ICP-MS 
analyses is the second-order normalisation approach developed by 
Vance and Thirlwall (2002). In brief, the first-order exponentially cor
rected 143Nd/144Nd and 142Nd/144Nd ratios were shown to define a tight 
linear array with a slope between 0.18 and 0.22 that goes through the 
accepted TIMS values. Therefore, using the relationship defined by the 
exponentially corrected 143Nd/144Nd and 142Nd/144Nd ratios, the first- 
order corrected 143Nd/144Nd is additionally normalised to a constant 
142Nd/144Nd ratio to account for any residual mass bias effects. 

To test the validity of this approach, the exponentially corrected 
143Nd/144Nd and 142Nd/144Nd ratios under different NAI values are 
shown in Fig. 4. It is observed, however, that the best-fit lines do not 
always pass through the reference TIMS value (e.g., NAI = 0.04 and 
0.10), and the slopes of the best-fit lines (0.01–0.41) change signifi
cantly between different NAI values. Indeed, Vance and Thirlwall (2002) 
also noted that the slope of the relationships between the first-order 
corrected 143Nd/144Nd and 142Nd/144Nd ratios ranges between 0.29 
and 0.33 on a Nu MC-ICP-MS instrument, which is clearly different from 
that observed for their IsoProbe instrument (0.18–0.22). Therefore, 
checking that the slope between the first-order corrected values fits the 
predicted value is a necessary test if a second-order correction is 
appropriate as suggested by Albarède et al. (2004). If this is not the case, 

Fig. 3. (a) Variability of exponential fractionation factor β values for the different Nd isotope pairs, normalised to the β146/144 value and plotted against the 
numerator Nd mass. (b) Variability of exponential fractionation factor β values for 143Nd/144Nd after normalising to the β146/144 (solid circles) and β145/142 (open 
triangles) and plotted against NAIs. 
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we suggest a different approach, a regression correction, to account for 
the instrumental mass bias of Nd isotope measurements. 

As shown in section 3.1, the measured ln(143Nd/144Nd) and ln 
(146Nd/144Nd) do not fit the EMF line under low NAI and thus the β 
values for 143Nd/144Nd and 146Nd/144Nd are different (Eq. (5)). How
ever, as long as the ratio of β143/144 and β146/144 remains constant (i.e. Δ 
is constant but not 1), a plot of measured 143Nd/144Nd and 146Nd/144Nd 
should still form a straight line in ln-ln Nd isotope space. Indeed, our Nd 
isotope results demonstrate that the ratio of β143/144 and β146/144 stays 
constant over the course of an analytical session under the same NAI. 
Therefore, an empirical relationship between β143/144 and β146/144 can 
be defined, whereby the slope (Sobs) can be directly obtained by the 
logarithmic plot of measured 143Nd/144Nd and 146Nd/144Nd (Fig. 5). 
Given that the alignment of the measured ln(143Nd/144Nd) and ln 
(146Nd/144Nd) is tight (R2 = 0.99), we can obtain the corrected 
143Nd/144Nd ratios as: 

ln
(143Nd

144Nd

)

corr
= ln

(143Nd
144Nd

)

std
+ ln

(143Nd
144Nd

)

smp
− Sobs⋅ln

(143Nd
144Nd

)

smp

+ Φ⋅
ln
(

143Nd
144Nd

)

std

ln
(

146Nd
144Nd

)

std

(7)  

where Φ and Sobs are the intercept and the slope of the best estimates of 
the measured ln(143Nd/144Nd) and ln(146Nd/144Nd) array for a set of 
standard runs (e.g., JNdi-1) over a period of time overlapping with that 
of the sample measurements. The subscripts std and smp denote standard 
and sample, respectively. As shown in Fig. 5, the difference between the 
logarithm of the measured ratios for samples and standards is simply the 
vertical distance between the parallel lines with the slope (Sobs) being 
defined by the standard runs. Given that the principle of this approach 
was initially developed by Maréchal et al. (1999) for correcting stable 
Cu and Zn isotope measurements by MC-ICP-MS, the stable isotope pairs 
of Nd (e.g., 142Nd/144Nd and 150Nd/144Nd) are also assessed by this 
regression correction method. 

The single-stage corrected 143Nd/144Nd, 142Nd/144Nd, and 
150Nd/144Nd and associated reproducibility of the secondary standard 
NIST SRM 3135a using regression correction (open squares) and expo
nential normalisation (solid circles) are shown in Fig. 6 and Table S2. 
Clearly, the 146Nd/144Nd exponential normalisation results in both 
significantly inaccurate and imprecise Nd isotope ratios under a rela
tively low NAI (Fig. 6, solid circles). This is because the measured raw 
ratios do not display a EMF and thus cannot be accurately and precisely 
corrected by the exponential fractionation law. In contrast, the regres
sion correction yields consistent 143Nd/144Nd, 142Nd/144Nd, and 
150Nd/144Nd values with good precisions that are independent from NAI 
(Fig. 6, open squares). This is because the regression correction relies on 
the observed loglinear fractionation of different isotope pairs and does 
not require both isotope ratios to undergo EMF. 

The accuracy and reproducibility of this regression correction 
method were further tested by including a large set of NIST SRM 3135a 
data obtained in our lab over approximately two years, during which 
measurements were not monitored for NAI but were likely carried out 
under different day to day plasma conditions. The mass bias corrected 
143Nd/144Nd ratios by two different correction models are illustrated in 
Fig. 7. Clearly, the single-stage exponential correction yields an average 
value of 0.512398 ± 0.000014 (2SD, n = 149), which shows large de
viations from the reported value of 0.512449 ± 0.000010 (Huang et al., 
2020). In comparison, the single-stage regression correction greatly 
improves the long-term reproducibility and yields an average value of 
0.512450 ± 0.000005 (2SD, n = 149), which is consistent with the re
ported value of 0.512449 ± 0.000010 (Huang et al., 2020). This long- 
term precision of the regression correction is generally comparable 
with the reproducibility of approximately 0.000010 achieved with TIMS 
measurements, which is significantly lower than the variability of 
143Nd/144Nd in natural samples. 

One of the underlying assumptions of the regression correction is 
that the loglinear relationship between two isotope ratios is well- 
defined. Previous studies have suggested that by addition of matrix el
ements to analyte solutions, a large spread in mass bias can be artificially 
generated on MC-ICP-MS and thus define mass bias relationships be
tween element pairs more precisely (Archer and Vance, 2004; Wood
head, 2002). Given that the magnitude of mass bias is a function of NAI, 
the instrumental mass fractionation is normally large thus allowing the 
calculation of a regression with low uncertainty when NAI is low as 
shown in Fig. 2. Therefore, the empirical slope can be precisely defined 
without doping with matrix elements and estimating the slope does not 
introduce a significant error in the corrected ratios. In addition, another 
underlying assumption of the regression correction is that the slope re
mains constant between sample and standard analyses, the likelihood of 

Fig. 4. Plot of exponentially corrected 143Nd/144Nd and 142Nd/144Nd ratios 
after normalising to 146Nd/144Nd = 0.7219 (O’Nions et al., 1977) under 
different NAIs. The best-fit lines of exponentially corrected 143Nd/144Nd and 
142Nd/144Nd do not always pass through the accepted TIMS values (black cross, 
Jochum et al., 2005) and the slope of the best-fit line changes significantly 
between different NAIs (e.g., NAI = 0.04, 0.10 and 0.30). 

Fig. 5. Principle of the regression correction for Nd isotopes. The slope of the 
regression line (Sobs) is determined by analysing the JNdi-1 Nd standard (open 
circles). The difference between a particular sample (solid squares) and a 
standard is equal to the vertical distance between the regression lines drawn 
through the data points representing the sample and the standard and with the 
same slope. 
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which is higher if purification of the sample has been efficient. Given the 
first order aim to minimise Ce and Sm interferences prior to measure
ment, an efficient purification of Nd is still necessary when conducting a 
regression correction approach under low NAIs. 

3.3. Nd isotope compositions of reference material BHVO-2 

To verify the proposed analytical protocol with two different 
correction approaches, the USGS basalt reference material BHVO-2 has 
been analysed under low and high NAI conditions. Analyte Nd concen
trations of 10 μg L− 1 and 50 μg L− 1 were measured under a low NAI of 
0.05 and a high NAI of 0.26, respectively. Both exponential and 
regression correction methods were applied for mass bias correction 
during each session. All corrected 143Nd/144Nd, 142Nd/144Nd, and 
150Nd/144Nd ratios are shown in Table 1. When NAI is 0.05, the single- 
stage exponential correction yields an average value of 0.512257 ±

0.000031, 1.139621 ± 0.000098, and 0.235948 ± 0.000070 for 
143Nd/144Nd, 142Nd/144Nd, and 150Nd/144Nd, respectively, which are 
significantly lower than the reported value compiled by the GeoReM 
database (Jochum et al., 2005). In contrast, using the same exponential 
correction method under high NAI yields average values of 0.512963 ±
0.000004, 1.141748 ± 0.000013, and 0.236346 ± 0.000005 for 
143Nd/144Nd, 142Nd/144Nd, and 150Nd/144Nd, respectively, which agree 
well with the reported value. In comparison, the regression correction 
yields average values of 143Nd/144Nd = 0.512993 ± 0.000017, 
142Nd/144Nd = 1.141864 ± 0.000059, and 150Nd/144Nd = 0.236467 ±
0.000036 at NAI of 0.05, which are comparable with the regression 
corrected Nd isotope ratios (143Nd/144Nd = 0.512982 ± 0.000009, 
142Nd/144Nd = 1.141849 ± 0.000016, and 150Nd/144Nd = 0.236454 ±
0.000005) at NAI of 0.26. All the corrected Nd isotope ratios obtained 
from regression corrections show good agreement with the values re
ported in the literature (Jochum et al., 2005). The slightly worse 
reproducibility of regression correction under an NAI of 0.05 is mainly a 
consequence of the lower analyte Nd concentration (10 μg L− 1) and 
associated worse statistics. 

In brief, we suggest that the regression correction method can be 
used for radiogenic and stable isotope pairs under a range of NAI defined 
plasma conditions and is especially suitable for low Nd concentration 
analysis (e.g., <10 μg L− 1) with significantly enhanced Nd sensitivity 
and associated low NAI. The clear offsets in the exponentially corrected 
143Nd/144Nd, 142Nd/144Nd, and 150Nd/144Nd ratios obtained under a 
low NAI indicate that the widely used exponential correction method for 
radiogenic Nd isotopes should only be applied under high NAI 
conditions. 

4. Conclusions 

A systematic investigation of instrumental mass fractionation of MC- 
ICP-MS has been carried out using neodymium (Nd) isotopes under a 
range of plasma conditions (NAI). When the NAI is low, the exponen
tially corrected 143Nd/144Nd values for JNdi-1 standard show significant 
deviations from the accepted value determined by TIMS. This is because 
the instrumental mass bias of isotope analysis does not match the 
exponential mass fractionation (EMF) model. In contrast, the magnitude 
of the deviations from EMF array can be systematically attenuated by 
increasing NAI. Thereby the exponential correction is able to resolve the 
mass bias during isotope analysis when NAI is high. Alternatively, a 
regression correction method is presented to account for the observed 
mass fractionation behaviour that does not follow EMF under a low NAI. 
This is because the regression correction relies on the observed loglinear 
fractionation of different isotope pairs and does not require both isotope 

Fig. 6. The instrumental mass bias corrected (a) 143Nd/144Nd ratios, (b) 
142Nd/144Nd ratios, (c) 150Nd/144Nd ratios, and associated reproducibility of 
the secondary standard NIST SRM 3135a using the regression correction (open 
squares) and exponential correction (solid circles) under different NAIs. The 
reported value of 0.512449 ± 0.000010 for 143Nd/144Nd ratio (Huang et al., 
2020) is given by the shaded band. 

Fig. 7. The instrumental mass bias corrected 143Nd/144Nd ratios of the sec
ondary standard NIST SRM 3135a using the regression correction (orange) and 
exponential correction (blue) from different measurement sessions over 
approximately two years. The reported value of 0.512449 (Huang et al., 2020) 
is given by the dash line. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 
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ratios to undergo EMF. The accuracy and precision of our suggested 
approach for both radiogenic and stable Nd isotope analysis are further 
verified by analyses of the secondary standard NIST SRM 3135a and a 
well-studied reference material (BHVO-2) with two different correction 
approaches under low and high NAIs. The Nd isotope ratios of NIST SRM 
3135a and BHVO-2 obtained from the exponential correction under high 
NAI conditions show good agreement with corrected values from 
regression corrections under both high and low NAI and the previously 
reported Nd isotope values. The large offsets of exponentially corrected 
Nd isotope values obtained under low NAI indicate that the commonly 
used exponential correction can only be applied under high NAI con
ditions. We expect that our proposed approach will also enable an 
improved determination of other isotope systems with MC-ICP-MS. 
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Maréchal, C.N., Télouk, P., Albarède, F., 1999. Precise analysis of copper and zinc 
isotopic compositions by plasma-source mass spectrometry. Chem. Geol. 156, 
251–273. https://doi.org/10.1016/S0009-2541(98)00191-0. 

Münker, C., Weyer, S., Scherer, E., Mezger, K., 2001. Separation of high field strength 
elements (Nb, Ta, Zr, Hf) and Lu from rock samples for MC-ICPMS measurements. 
Geochem. Geophys. Geosyst. 2 https://doi.org/10.1029/2001GC000183. 

Newman, K., 2012. Effects of the sampling interface in MC-ICP-MS: Relative elemental 
sensitivities and non-linear mass dependent fractionation of Nd isotopes. J. Anal. At. 
Spectrom. 27, 63–70. https://doi.org/10.1039/C1JA10222B. 

Newman, K., Freedman, P.A., Williams, J., Belshaw, N.S., Halliday, A.N., 2009. High 
sensitivity skimmers and non-linear mass dependent fractionation in ICP-MS. 
J. Anal. At. Spectrom. 24, 742. https://doi.org/10.1039/b819065h. 

O’nions, R.K., Hamilton, P.J., Evensen, N.M., 1977. Variations in143Nd/144Nd 
and87Sr/86Sr ratios in oceanic basalts. Earth Planet. Sci. Lett. 34, 13–22. 

Pin, C., Zalduegui, J.S., 1997. Sequential separation of light rare-earth elements, thorium 
and uranium by miniaturized extraction chromatography: Application to isotopic 
analyses of silicate rocks. Anal. Chim. Acta 339, 79–89. https://doi.org/10.1016/ 
S0003-2670(96)00499-0. 
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