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[1] The NCARWhole Atmosphere Community Climate Model, version 3 (WACCM3), is
used to study the atmospheric response from the surface to the lower thermosphere to
changes in solar and geomagnetic forcing over the 11-year solar cycle. WACCM3 is a
general circulation model that incorporates interactive chemistry that solves for both
neutral and ion species. Energy inputs include solar radiation and energetic particles,
which vary significantly over the solar cycle. This paper presents a comparison of
simulations for solar cycle maximum and solar cycle minimum conditions. Changes in
composition and dynamical variables are clearly seen in the middle and upper atmosphere,
and these in turn affect terms in the energy budget. Generally good agreement is found
between the model response and that derived from satellite observations, although
significant differences remain. A small but statistically significant response is predicted in
tropospheric winds and temperatures which is consistent with signals observed in
reanalysis data sets.
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1. Introduction

[2] As the quality and time span of atmospheric measure-
ments increases, there is growing evidence that changes in
solar radiative forcing and energetic particle fluxes affect all
regions of the atmosphere. Clear signals are found in the
stratosphere, where a combination of satellite and ground-
based observations dating from the 1980s have been used to
show a good correlation between ultraviolet (UV) flux
changes output over the 11-year sunspot cycle and ozone,
geopotential height, and temperature (see, e.g., reviews by
van Loon and Labitzke [2000] andHood [2004]). Springtime
Southern Hemisphere enhancements in stratospheric nitro-
gen dioxide (NO2) are thought to be the result of particle
precipitation at higher altitudes [Siskind, 2000; Randall et al.,
2001]. In the mesosphere, decadal variations are seen in
temperature [Remsberg and Deaver, 2005], water vapor
[Chandra et al., 1997], and polar mesospheric clouds
[DeLand et al., 2003, 2006]. In the lower thermosphere a
strong correlation is seen between nitric oxide (NO) concen-
trations and proxies for UVand geomagnetic activity [Marsh
et al., 2004]. Several observational studies show a significant
response of the troposphere to the solar cycle. For example,
Haigh [2003] and Haigh et al. [2005] extracted a statistically
significant solar signal from National Centers for Environ-

mental Prediction/National Center for Atmospheric Research
(NCEP/NCAR) reanalysis zonal mean temperatures and
zonal winds using a multiple regression technique. Similar
results were obtained by Crooks and Gray [2005] who
analyzed the European Centre for Medium-Range Weather
Forecasts 40-year reanalysis (ERA-40) data set. Coughlin
and Tung [2004] used empirical mode decomposition of the
NCEP/NCAR reanalysis data between 1958 and 2003. They
found that the atmosphere below 10 hPa is warmer over most
of the globe during solar maximum relative to solar mini-
mum. Finally, Thejll et al. [2003] report a highly significant
correlation over the period 1973 to 2000 between a smoothed
geomagnetic index and both the North Atlantic Oscillation
index and geopotential heights in the Northern Hemisphere
winter stratosphere. However, it should be pointed out that
the physical processes by which geomagnetic variability
could propagate to the lower atmosphere have not been
determined.
[3] Over the last decade, atmospheric models have in-

creased in complexity to a point where many of the solar-
terrestrial coupling processes can be investigated. Several
studies have used general circulation models (GCMs) to
investigate the response of the atmosphere to imposed solar
cycle variations in irradiance, heating, and ozone [e.g.,
Haigh, 1999; Shindell et al., 1999, 2003; Matthes et al.,
2003]. Recently, GCMs have begun to incorporate interac-
tive chemistry and an upper atmosphere, where solar
induced changes in radiatively active gases can feed back
on the model dynamical fields [Tourpali et al., 2003;
Egorova et al., 2004; Rozanov et al., 2004; Schmidt et al.,
2006; Garcia et al., 2007; Austin et al., 2007]. The use of
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these 3-D models to study the solar cycle effects in the
atmosphere is a natural progression from earlier 2-D studies
[e.g., Garcia et al., 1984; Haigh, 1994]. One benefit of
using 3-D models is the explicit representation of planetary
waves, which are thought to provide a mechanism by which
the solar cycle can modulate the stratospheric polar night jet
and the Brewer-Dobson circulation [Kodera and Kuroda,
2002]. Model accuracy has also been improved following
recent satellite measurements of solar spectral variability in
the ultraviolet (UV) that have led to better specification of
the solar flux. For example, the solar cycle variation in
spectral flux has been characterized using extended obser-
vations made by instruments on the Upper Atmosphere
Research Satellite (UARS) [Woods et al., 2000; Woods
and Rottman, 2002]. This is especially important for models
that do incorporate an upper atmosphere, since radiation
absorbed in that region can vary to a far greater extent than
the total solar irradiance, which only varies by approxi-
mately 0.1% over the solar cycle [Lean et al., 1997]. Lastly,
3-D models are now incorporating energetic electron effects
on stratospheric composition [Langematz et al., 2005;
Rozanov et al., 2005]. These studies claim the magnitude
of particle effects could be as large as those produced from
solar radiative flux changes.
[4] Taken together, analysis of observations and model

simulations have led to a better understanding of how the
atmosphere responds to variations in radiative and geomag-
netic forcing, and also to an improved capability in sepa-
rating natural from anthropogenic influences. This paper
presents new simulations of the ‘‘whole atmosphere’’ re-
sponse to variability in solar and geomagnetic forcing using
a three-dimensional (3-D) GCM with fully interactive
chemistry. The following section describes the model, with
particular attention to the specification of solar and geo-
magnetic forcing. Section 3 presents a comparison of the
model response to constant forcing under solar maximum
and minimum conditions. This is followed by discussion
and summary in section 4.

2. Model Description

[5] WACCM3 is a global circulation model extending
from the surface to the thermosphere based on version 3 of
the Community Atmosphere Model (CAM3) [Collins et al.,
2004], which is the atmospheric component of the Com-
munity Climate System Model. The model has 66 levels
that are spaced approximately 1.1–1.75 km apart in the
troposphere and stratosphere, increasing to 3.5 km apart in
the mesosphere and thermosphere. The horizontal resolution
is 4� longitude by 5� latitude. Here WACCM3 is run
coupled with a fully interactive chemistry module that
includes both neutral and ionized species. Advection of
constituents and dynamical quantities is handled by the
finite-volume dynamical core of CAM3 [Lin, 2004]. In
addition, because the model extends into the upper
atmosphere (the model top pressure/altitude level is 5.1 �
10�6 hPa/�140 km), many physical processes not included
in CAM3 are incorporated into WACCM3. These include
heating from exothermic chemical reactions, non-LTE radi-
ative transfer, constituent ionization, molecular diffusion,
joule heating, ion drag, and a modified gravity wave
parameterization. This section describes the details of the

model most relevant to solar variability studies. Further
discussion of model parameterizations (e.g., parameteriza-
tions of gravity waves and heterogeneous chemical process-
es within polar stratospheric clouds) is given by Garcia et
al. [2007] and Kinnison et al. [2007].
[6] Simulations using WACCM have been compared with

those from a dozen other coupled chemistry-climate models
(as well as to observations) in the work by Eyring et al.
[2006]. That study showed thatWACCM simulations were in
reasonable agreement with observed long-term trends in
stratospheric temperature. In addition, indicators of strato-
spheric circulation such as the methane distribution, mean
age of air, and the vertical propagation of the annual cycle in
equatorial water vapor agreed well with observations [Garcia
et al., 2007].

2.1. Specification of Solar Spectral Irradiance

[7] WACCM3 uses a combination of parameterizations to
specify solar spectral irradiances over two wavelength
regions. Both parameterizations take as input the 10.7 cm
solar radio flux (f10.7) and its 81-d average (f10.7a). Daily
values of f10.7 are obtained from NOAA’s Space Environ-
ment Center (http://www.sec.noaa.gov). The first spectral
region covers soft X-ray and extreme ultraviolet irradiances
(wavelengths between 0.05 nm and 121 nm in 23 spectral
intervals) and is calculated using the parameterization of
Solomon and Qian [2005]. The irradiance of the jth spectral
interval is:

Fj ¼ F0
j * 1þ Rj *

f 10:7þ f 10:7a

2
� Fmin

� �� �
ð1Þ

where Fmin = 80. Fj
0 and Rj are taken from Solomon and

Qian [2005, Table A1].
[8] Fluxes for the second interval between Lyman-a

(121.6 nm) and 350 nm are specified at 1 nm resolution
using the model based on UARS SOLSTICE measurements
from Woods and Rottman [2002]. The irradiance of the jth
spectral interval is:

Fj ¼ F0
j * 1þ R27

j � 1
� �

*
f 10:7� f 10:7a

f27d

�

þ R
11y
j � 1

� �
*

f 10:7a� fmin

fmax � fmin

�
ð2Þ

where fmin = 71, fmax = 212, and f27d = 73. Fj
0 is the solar

minimum spectral irradiance, and Rj
27 and Rj

11y are the solar
rotation and solar cycle variation factors (T. Woods,
personal communication, 2004). Figure 1 shows the
combined spectrum and its variability over the solar cycle.
As expected, fluxes are generally larger at solar maximum,
and the variability increases as the wavelength decreases. At
250 nm variations are around a few percent, increasing to
60% at Lyman-a, and fluxes in the EUV can increase by a
factor of 2 or more. Finally, within the soft X-ray part of the
spectrum, the increase is approximately 1–2 orders of
magnitude.

2.2. Chemistry Model

[9] The chemistry module used in WACCM3 is version 3
of the Model for Ozone and Related Chemical Tracers
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(MOZART3). WACCM3 solves for 57 species and has 211
photochemical reactions. A description of the numerical
solver and neutral gas phase and heterogeneous reactions is
presented by Kinnison et al. [2007]. Reaction rate constants
for the neutral chemistry are updated to the 2003 JPL
recommendation [Sander et al., 2003].
[10] The inclusion of a mesosphere and thermosphere

necessitates the calculation of photolysis and photoioniza-
tion frequencies over wavelengths much shorter than are
usually considered in GCMs. CAM3, for example, only
considers absorption of solar radiation longward of 200 nm.
Photolysis and photoionization rates are calculated as a
discrete sum over wavelength of the product of exoatmo-
spheric spectral irradiance, absorption cross section, quan-
tum yield, and a ‘‘radiative source function.’’ For
wavelengths greater than 200 nm a lookup table is used to
obtain the radiative source function. The table is based on
calculations from the Stratosphere, Troposphere, Ultraviolet
(STUV) radiative transfer model (S. Madronich, personal
communication, 2002), and is a function of altitude, column
ozone, surface albedo, and zenith angle. STUV is based on
the earlier model of Madronich [1989].
[11] At wavelengths less than 200 nm, scattering can be

ignored and the radiative source function is essentially the
transmittance, which is calculated inline. Depending on
wavelength interval, this is calculated using a parameteri-
zation (e.g., Koppers and Murtagh [1996] within the

Schumann-Runge Bands) or using the Beer-Lambert law.
Details of the cross sections and quantum yields for pho-
tolysis products are also presented by Kinnison et al.
[2007]. Shortward of Lyman-a, photolysis and photoioni-
zation rates are calculated using the same parameterization
of Solomon and Qian [2005] that provides irradiances (see
section 2.1). This parameterization also provides ionization
rates due to energetic secondary photoelectrons.
[12] WACCM3 includes a six-constituent ion chemistry

model (O+, O2
+, N+, N2

+, NO+, and electrons) that represents
the E region ionosphere. The global mean ion and electron
distributions simulated by WACCM3 for solar minimum
conditions are shown in Figure 2, which clearly shows that
the dominant ions in this region are NO+ and O2

+. Ion-
neutral, recombination, and photoionization reactions in-
cluded in WACCM3 are listed below and in Table 1:

Oþ hv ! Oþ þ e

Oþ e* ! Oþ þ eþ e*

N þ hv ! Nþ þ e

O2 þ hv ! Oþ
2 þ e

a

b

Figure 1. (a) Spectral irradiance (W m�2 nm�1) between 0.05 nm and 350 nm used for solar maximum
(solid line) and solar minimum conditions (dashed line). (b) Increase in spectral irradiance at solar
maximum relative to solar minimum values.
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O2 þ e* ! Oþ
2 þ eþ e*

O2 þ hv ! Oþ Oþ þ e

O2 þ e* ! Oþ Oþ þ eþ e*

N2 þ hv ! Nþ
2 þ e

N2 þ e* ! Nþ
2 þ eþ e*

N2 þ hv ! N þ Nþ þ e

N2 þ e* ! N þ Nþ þ eþ e*

N2 þ hv ! N 2D
� �

þ Nþ þ e

N2 þ e* ! N 2D
� �

þ Nþ þ eþ e*

[13] The reaction rate constants for these reactions are
taken from Roble [1995]. Because of the complexity of the
D region ion chemistry, it is not possible to include it in the
current chemical scheme. A model study by Beig [2000]
predicted that the solar cycle could cause 20–30% changes
in total D region ion density between 70 and 88 km, but that
study states that ion chemistry at these altitudes only affects
the neutral composition significantly during solar particle
events. Ionization sources include, not only the aforemen-
tioned absorption of extreme ultraviolet and soft X-ray
photons, and photoelectron impact, but also energetic par-
ticle precipitation in the auroral regions. The latter is

obtained from a parameterization based on code from the
NCAR TIME-GCM model [Roble and Ridley, 1994] that
rapidly calculates ion-pair production rates, including pro-
duction in the polar cusp and polar cap. The parameteriza-
tion takes as input hemispheric power (HP), the estimated
power in gigawatts deposited in the polar regions by
energetic particles. Currently WACCM3 uses a parameter-
ization of HP based on an empirical relationship of HP and
the Kp planetary geomagnetic index by Maeda et al. [1989]:

HP GWð Þ ¼ max 3:0;�2:78þ 9:33 * Kp

� �
: ð3Þ

[14] Kp is also available from NOAA’s Space Environ-
ment Center and covers the period from 1933 to the present,
making it ideal for long-term retrospective simulations.
[15] Total ionization rates at 7.3 � 10�5 hPa (�110 km)

during July for solar maximum conditions are shown in
Figure 3a. The broad region of ionization centered in the
tropics is a result of EUV ionization, and has a peak value of
almost 104 cm�3 s�1 at 22�N. Ionization rates from particle
precipitation can exceed this rate by 40% but are limited to
the high latitudes, as can been seen by the two bands that
are approximately aligned around the magnetic poles. The
combined ionization rate when viewed as a global mean
(Figure 3b) is relatively constant with altitude above 105 km,
but decreases sharply below that height, and is reduced by
two orders of magnitude at 90 km.
[16] An important aspect of including ionization process-

es (both in the aurora and by energetic photons and photo-
electrons), is that it leads to a more accurate representation
of thermospheric nitric oxide. Not only does nitric oxide
play an important role in the energy balance of the lower
thermosphere through emission at 5.3 mm, it might also be
transported to the upper stratosphere, where it can affect
ozone concentrations. Nitric oxide is produced through the
reaction of molecular oxygen with N(2D):

N 2D
� �

þ O2 ! NOþ O 1D
� �

þ 1:84eV ð4Þ

[17] N(2D) is produced either via recombination of NO+

(see Table 1) or directly by ionization of molecular nitrogen.

Table 1. Ion-Neutral and Recombination Reactions and

Exothermicities

DH, kJ mol�1

O+ + O2 ! O2
+ + O 150.11

O+ + N2 ! NO+ + N 105.04
N2

+ + O ! NO+ + N(2D) 67.53
O2

+ + N ! NO+ + O 406.16
O2

+ + NO ! NO+ + O2 271.38
N+ + O2 ! O2

+ + N 239.84
N+ + O2 ! NO+ + O 646.28
N+ + O ! O+ + N 95.55
N2

+ + O2 ! O2
+ + N2 339.59

O2
+ + N2 ! NO+ + NO –

N2
+ + O ! O+ + N2 –

NO+ + e ! 0.2N + 0.8N(2D) + O 82.389
O2

+ + e ! 1.15O +0.85O(1D) 508.95
N2

+ + e ! 1.1N +0.9N(2D) 354.83

Figure 2. Global mean distribution of charged constitu-
ents during July solar minimum conditions.
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The branching ratio between N(2D) and ground-state atomic
nitrogen (N(4S)) for the photoionization process is critical in
determining the effectiveness of NO production. If ground-
state atomic nitrogen is produced, then it can react with NO
to produce molecular nitrogen and effectively remove two
members of the NOx family (NOx 	 N + NO + NO2). In
WACCM3 60% of the atomic nitrogen produced is in the
excited state, which implies absorption of EUV results in a
net source of NO. In Figure 4b the zonal mean distribution
of NO calculated by WACCM3 shows a broad maximum
centered near 110 km, which is the result of EUV absorp-
tion. Also shown are maxima at high latitudes due to auroral
ionization. WACCM3 reproduces many of the features of
the Nitric Oxide Empirical Model (NOEM) distribution
[Marsh et al., 2004], which is based on data from the
Student Nitric Oxide Explorer satellite [Barth et al., 2003],
and is shown in Figure 4a. In particular, larger NO in the
winter hemisphere (a result of smaller photolytic loss), and a
more localized NO maximum in the Northern Hemisphere
(related to the smaller offset between the geographic and

magnetic poles, and thus smaller spread when viewed as a
geographic zonal mean).
[18] Upper boundary conditions for most constituents are

calculated using a zero flux condition. However, for some
constituents that have large sources above the model upper
boundary, constituent concentrations are constrained by
empirical models. Atomic hydrogen, nitrogen, oxygen,
and molecular oxygen are specified using the Naval
Research Laboratory MSISE00 model [Picone et al.,
2002]. The upper boundary concentrations of nitric oxide
are taken from NOEM. Finally, molecular hydrogen, carbon
monoxide and carbon dioxide concentrations are taken from
TIME-GCM simulations.

2.3. Energetics

[19] In the troposphere, stratosphere, and lower meso-
sphere (z < 65 km) WACCM3 retains the CAM3 shortwave
heating (200 nm to 4.55 mm) which is calculated from the
net shortwave spectral flux into each layer [Collins et al.,
2004]. The solar spectrum for the CAM3 heating calcula-

Figure 3. (a) Global distribution of ionization rates at 7.3 � 10�5 hPa, 1 July, 0100 UT. Contour
interval is 2 � 103 cm�3 s�1. (b) Simultaneous global mean ionization rates (cm�3 s�1) versus pressure.

Figure 4. July zonal mean distributions of thermospheric nitric oxide concentrations (107 cm�3) for
solar minimum conditions: (a) Nitric Oxide Empirical Model and (b) WACCM3.
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tion is divided into 19 intervals [Collins, 1998]. The fluxes
in these intervals must be adjusted to match the irradiances
calculated for the upper part of the model, and those used in
the photolysis calculations. Shortward of 350 nm, this is
achieved by applying a scaling (Si) to the solar radiation in
the ith CAM3 spectral interval using the spectrum from
Woods and Rottman [2002]:

Si ¼
Fi f 10:7a; f 10:7ð Þ

Fi f 10:7ref
� � ; ð5Þ

where Fi is the mean over the interval of fluxes given by (2).
Between 200 nm and 350 nm there are 7 spectral bins that
cover the Hartley band of ozone (bin centers at 222.5, 255,
270, 280, 290, 300, and 327.5 nm). Longward of 350 nm all
bins are scaled with the following factor:

S ¼ R350 f 10:7ð Þ
R350 f 10:7ref

� � ; ð6Þ

where f10.7ref is calculated such that,

X
l<350nm

Fl f 10:7ref
� �

þ R350 f 10:7ref
� �

¼ TSIref : ð7Þ

[20] TSIref is the ‘‘standard’’ CAM3 total solar irradiance
of 1367 W/m2, and R350 is the total flux that lies above
350 nm. To calculate R350 the following formula is used:

R350 ¼ aþ b*f 10:7aþ c* f 10:7� f 10:7að Þ ð8Þ

where, a = 1307.81; b = 0.004996; and c = �0.009766. This
formulation was designed to minimize the difference
between the total solar irradiance (TSI) record between
1978 and 2004, and the integral spectral irradiance plus R350

calculated over the same period. The TSI data used to
calculate R350 are version d30_60_0408 obtained from ftp://
ftp.pmodwrc.ch/pub/data/irradiance/composite [Froehlich,

2000]. In effect, the scaling factor adjusts the flux uniformly
in wavelength intervals longward of 350 nm (after the
shorter fluxes have been adjusted by using the spectral
model) in such a way as to fit the observed TSI variations.
[21] In the mesosphere and lower thermosphere (MLT), for

altitudes >65 km, shortwave heating is the sum of the heating
due to absorption of photons and subsequent exothermic
chemical reactions that are initiated by photolysis. The
majority of the energy deposited by an absorbed photon goes
into breaking molecular bonds, rather than into translational
energy of the absorbing molecule (heat). Chemical heating
results when constituents react to form products of lower total
chemical potential energy. This heating can take place
months after the original photon absorption and thousands
of kilometers away. Figure 5 shows global mean heating
rates, in the range of altitude 75–130 km, from the most
important chemical reactions in WACCM3. Heating rates
range from 1 K/d near 75 km to 100–300 K/d near the top of
the model domain. It is clear that quenching of O(1D) is a
large source of heating throughout the MLT. Above 100 km
ion reactions and reactions involving atomic nitrogen are
significant sources of heat, while below that level Ox(	O,
O3) and HOx(	H, OH, HO2) reactions are the dominant
producers of chemical heating.
[22] Heating within the MLT from the absorption of

radiation that is directly thermalized is calculated over the
wavelength range of 0.05 nm to 350 nm. For wavelengths
less than Lyman-a, it is assumed that 5% of the energy of
each absorbed photon is directly thermalized [Roble et al.,
1987]:

QEUV ¼ � rcp
� ��1

X
k

nk
X
j

Jk lj

� � hc
lj

; ð9Þ

where � = 0.05. Here r is mass density, cp is the specific
heat of dry air, n is the number density of the absorbing
species, and J is the photolysis/photoionization rate. The
total heating is the sum of k photolysis reactions and j
wavelengths intervals. At these wavelengths absorption of a
photon typically leads to photoionization, with the resulting

Figure 5. Global mean chemical heating rates (K/d) for 1 July during solar minimum conditions.
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photoelectron having sufficient energy to ionize further
molecules. J and ionization rates from photoelectrons are
calculated on the basis of the parameterization of Solomon
and Qian [2005]. As in the model of Roble et al. [1987] the
majority of heating from EUV absorption comes from
exothermic ion-neutral and neutral-neutral reactions, and the
quenching of O(1D). In a similar manner, the heating rate
within the aurora is calculated as the product of the total
ionization rate, 35 eV per ion pair, and the same heating
efficiency of 5%.
[23] Between Lyman-a and 350 nm the energy required

to break molecular bonds is explicitly accounted for. The
heating rate is thus defined as:

QUV ¼ rcp
� ��1

X
k

nk
X
j

Jk lj

� �
fhc
lj

� BDEkg; ð10Þ

where BDE is the bond dissociation energy.
[24] In addition to these sources of heat, WACCM3

calculates heating by absorption in the near-infrared by
CO2 (between 1.05 to 4.3 mm), which has its largest
contribution near 70 km and can exceed 1 K/d [Fomichev
et al., 2004]. Heating from this process is calculated using
the parameterization of Ogibalov and Fomichev [2003].
Finally, the heating produced by collisions of electrons
and neutrals (Joule heating) is also calculated using the
predicted ion and electron concentrations, and the formula-
tion of Roble et al. [1982]. Local heating rates from joule
heating can be very large in the auroral regions, reaching
over 103 K/d in the upper levels of the model.
[25] Airglow, radiation produced when excited atoms or

molecules spontaneously emit, is accounted for in
WACCM3 for emissions of O2(

1D), O2(
1S), and vibration-

ally excited OH. Airglow from the excited molecular
oxygen species are handled explicitly; radiative lifetimes
for O2(

1D) and O2(
1S) are 2.58 � 10�4 s�1 and 0.085 s�1

respectively [Roble, 1995]. However, modeling of the many
possible vibrational transitions of OH is impractical in a
global climate model such as WACCM3. Energy losses
from the emission of vibrationally excited OH are therefore
accounted for by applying an efficiency factor to the
exothermicity of the reaction that produces vibrationally
excited OH (i.e., the reaction of hydrogen and ozone). In
other words, the reaction H + O3 produces ground state OH
only, but the chemical heating from the reaction has been
reduced to take into consideration that some of the chemical
potential energy is lost as airglow. This approach is the same
one used by Mlynczak and Solomon [1993] and we use their
recommended efficiency factor of 60%. Any energy lost
through airglow is assumed to be lost to space, and so
represents an energy pathway that does not generate heat.
[26] The global mean heating rates for the above processes

are shown in Figure 6. Heating comes mostly from exother-
mic chemical reactions, including the quenching of O(1D),
which is produced from photolysis of molecular oxygen at
wavelengths below 176 nm, and photolysis of ozone at
wavelengths below 310 nm. The second largest source of
heating is from Joule heating, although in the auroral regions
this heat source can exceed that from exothermic reactions.
Other important heating terms include energy that is directly
thermalized following absorption of radiation and energetic
particles. In particular,QUV is the second most important heat
source between 80 and 115 km.
[27] Longwave radiative transfer below �60 km is cal-

culated using the CAM3 parameterizations [Collins et al.,
2004], where local thermodynamic equilibrium (LTE) can
be assumed. Above this altitude non-LTE conditions in the
15 mm band of CO2 and the 9.6 mm band of ozone must be
accounted for. WACCM3 uses the matrix parameterization
of Fomichev et al. [1998], which was implemented in an
earlier version of WACCM [Sassi et al., 2002]. As men-
tioned previously, cooling from nitric oxide at 5.3 mm
becomes an important radiative loss mechanism in the lower
thermosphere. This cooling is calculated using the param-
eterization of Kockarts [1980].

3. Simulations

[28] Two simulations of 30 a each were run with fixed
solar and geomagnetic forcing that are typical of conditions
during solar maximum and minimum. Solar maximum
conditions correspond to an f10.7 value of 210 and an Ap

value of 27, while solar minimum is specified as f10.7 = 77
and Ap = 12. The Ap values selected correspond to HP
values of 22 and 34 GW respectively. It should be noted that
on a day-to-day basis the correlation between f10.7 and Ap

is not particularly good (0.13 over the period 1948 and
2004), however, if 6 month averages are used, then the
correlation is greater than 0.5. The correlation is largest if
the Ap indices are lagged by about 16 months; that is, the
maximum in geomagnetic activity in the last half century
typically occurred early in the declining phase of the solar
cycle. It therefore seems reasonable to examine the model
differences between high solar/geomagnetic forcing and low
solar/geomagnetic forcing. This type of scenario was used

Figure 6. Heating rates (K/d) calculated in WACCM
resulting from the absorption of solar radiation and
energetic electrons. Heating rates are global means averaged
for the month of July during solar minimum conditions.
CHEM is chemical heating, QUV and QEUV are therma-
lized radiation (see text), NIR CO2 is heating by absorption
of CO2 in the near-infrared, AURORA is thermalized
energy from particle precipitation, and JOULE is joule
heating.
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previously in the two-dimensional model study of Garcia et
al. [1984].
[29] Sea surface temperatures were the same in all sim-

ulations and are a climatological mean annual cycle based
on a blend of Hadley Center and National Oceanic and
Atmospheric Administration data sets [Hurrell et al., 2006].
The concentrations of radiatively active gases at the lower
boundary and the distribution of sulfate surface area density
were held fixed at 1995 levels.

3.1. Solar Cycle Response of Constituents

[30] Of particular interest is the solar cycle response of
stratospheric ozone, since it has been extensively measured
and modeled. The annual mean ozone mixing ratio (parts
per million by volume) distribution, and percentage change
over the solar cycle are shown in Figures 7a and 7b. The
solar response is statistically significant throughout a large
portion of the stratosphere and lower mesosphere. Signifi-
cance was determined using the Student’s t-test, and un-
shaded regions in Figures 7a and 7b show a response
significant at the 95% level. The response in this region
exceeds 1% over the solar cycle, and near 4 hPa (�39 km) it
is greater than 2% between 60�S and 90�N. The largest
stratospheric solar cycle induced increase is 3.4%, and is
seen at 50�S and 3 hPa. A local maximum (>3%) in the
ozone response is also calculated for the same region of the
stratosphere in the model study of Rozanov et al. [2004]. In
comparison with the SOCOL model study of Egorova et al.
[2004], the WACCM response is of comparable magnitude,
but peaks at a slightly higher altitude. In addition, WACCM

does not show the a negative response in the region between
0.1 and 1 hPa that is predicted by the SOCOL model. The
SOCOL model predicts a decrease of over 2% in tropical
ozone around 0.2 hPa. This is interesting, since the Egorova
et al. [2004] study uses the same GCM as a previous study
by Tourpali et al. [2003], but includes a more accurate
treatment of solar heating and photolysis in the middle
atmosphere. However, the earlier study did not show a
negative response of ozone in that region. In this respect,
WACCM is in better agreement with the Tourpali et al.
[2003] study, and it should be noted that the HAMMONIA
model [Schmidt et al., 2006] also does not show a negative
response in ozone between 0.1 and 1 hPa.
[31] The magnitude of the ozone response is similar to

that derived by Soukharev and Hood [2006] using Solar
Backscattered Ultraviolet (SBUV-SBUV/2) satellite meas-
urements. The SBUV data also shows the largest response
in the Southern Hemisphere, centered between 60�S and
40�S. However, the height of the maximum response at the
equator is about 9 km higher than WACCM3 in SBUV-
SBUV/2 observations (which is centered near 1 hPa/
�48 km), and the observed �4% lower stratosphere re-
sponse in also not reproduced. A recent analysis by Randel
and Wu [2007] using Stratospheric Aerosol and Gas Exper-
iment (SAGE I and II) ozone profile measurements between
1979 and 2005 yielded an ozone response closer to the
height and magnitude of the one modeled in WACCM3.
SAGE observations show only a 2.5% solar cycle response
at the 3 hPa level near 30�S and at latitudes northward of

Figure 7. (a) Annual mean ozone volume mixing ratios (ppmv) for the solar minimum simulation.
(b) Percent increases in ozone at solar maximum relative to solar minimum. (c and d) As in Figure s 7a
and 7b for NOy. NOy mixing ratios are in ppbv.
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20�N. However, Soukharev and Hood [2006] also analyzed
the SAGE data and report a response in excess of 4% near
25�S at the 3 hPa level. Both the SAGE and SBUV
measurements indicate a slightly negative (not statistically
significant) response in equatorial ozone between 10 and
30 hPa that is not produced in WACCM3. However, the
modeling study of Lee and Smith indicates that the negative
equatorial response in SAGE may be the result of aliasing of
volcanic and quasi-biennial oscillation (QBO) effects onto
the solar signal over the relatively short SAGE observational
period. Since these steady stateWACCM3 simulations do not
include either a QBO or varying volcanic aerosols, it appears
reasonable that WACCM3 does not reproduce the observed
negative response.

[32] The vertical structure of the solar cycle response of
WACCM3 annual mean ozone averaged over the latitude
band 24�S to 24�N is shown in Figure 8. Additionally, the
responses obtained by multiple-linear regression of
WACCM3 transient simulations [Garcia et al., 2007] are
shown for selected time intervals. The regression analysis
technique is identical to that used by Garcia et al. [2007] for
total ozone, and the amplitudes shown are for 133 units of
f10.7. All simulations place the maximum in upper strato-
spheric response around 40 km, and range between 2 and
3% over the solar cycle. Overall, the transient simulation
response that most resembles the response in the fixed solar
experiment is the one that is calculated from a regression
over the 54 year period beginning 1950. This is probably
due to a reduction of the influence of sporadic events (e.g.,
volcanic eruptions, ENSO) that could alias onto the solar
cycle. The largest differences between the modeled
responses are in the lower stratosphere. For example, the
transient response between 1979 and 2003 is over 3.5%
near 20 km, which is three times larger than the fixed solar
and long-term transient response. Interestingly, this larger
response is in good agreement with SBUV-SBUV/2 and
Halogen Occultation Experiment (HALOE) observations
[Soukharev and Hood, 2006]. The fact that this response
is greatly reduced when a longer time series is considered
indicates the current satellite record may not be long enough
to isolate the solar response of the lower stratosphere.
[33] In Figure 7b there is a significant decrease in annual

mean ozone between 30 and 40 km at high southern
latitudes. Figure 9b shows that the decreases in ozone at
the South Pole occur during winter and spring, and that the
regions of depletion propagate downward with increasing
time. In this region of the atmosphere, catalytic cycles
involving the odd-nitrogen species NO and NO2 are impor-
tant sinks of ozone [Brasseur and Solomon, 2005]. If there
is a solar cycle enhancement in these species, then there
would be a negative response in ozone. Figures 7c and 7d
show annual mean NOy (which is predominantly NO and
NO2 at these altitudes) and its change over the solar cycle.
NOy at high latitudes is larger during solar maximum, with
the largest changes seen in the Southern Hemisphere above
50 km. This increase is observed to a larger extent in the
analysis of HALOE data by Hood and Soukharev [2006]

Figure 8. Percent increases in ozone at solar maximum
relative to solar minimum averaged between 24�S to 24�N.
Solid line, with 2s error bars, is calculated from constant
solar forcing ‘‘time slice’’ simulations. Lines with shaded
regions are calculated using a multiple linear regression
from the transient simulations of Garcia et al. [2007] for the
time periods indicated. Shaded regions indicate 2s errors in
trend estimate.

Figure 9. (a) Percent change in monthly mean NOy for solar maximum relative to solar minimum at
90�S. (b) As in Figure 9a but for ozone. Unshaded regions are significant at the 95% level.
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using data from 1991 to 2003. They see increases of 70% in
the southern lower mesosphere, but part of that increase is
likely due to NO production during solar proton events that
occurred near the maximum of solar cycle 23 [Jackman et
al., 2005]. These events are not included in the WACCM
simulations shown here. The modeled increase is larger at
higher altitudes, peaks during winter, and also appears to
propagate downward with time (shown in Figure 9a). This
is consistent with enhanced MLT NO (shown below) that is
transported downward by the residual mean circulation
under cover of polar night (in the daylit portion of the
mesosphere photolytic losses destroy NO before it reaches
the stratosphere). What is puzzling however, is that there is
not a one-to-one correspondence between enhanced NOy
and ozone depletion, and so there are likely a number of
factors, such as dynamical variability, that contribute to
winter and springtime middle stratosphere ozone loss.
Nonetheless, NOy increases and ozone loss between
September and November similar to those calculated in the
model have been observed by the Polar Ozone and Aerosol
Measurement (POAM II) instrument [Randall et al., 1998].
In 1994, NO2 increased by up to a factor of about 3 in late
August following a period of enhanced geomagnetic activity,
and subsequent to this NO2 increase there was a �40%
decrease in ozone. Just as in WACCM3, the observed ozone
effects appear to be limited to altitudes above 22 km.
[34] Outside of polar night, at latitudes northward of

approximately 70�S there is a slight (�3%) decrease in
NOy throughout the stratosphere during solar maximum
(Figure 7d). A similar response was observed in the
HAMMONIA model [Schmidt et al., 2006]. Hood and
Soukharev [2006] also show a decrease in HALOE NOy,
but it is confined to the latitudes equatorward of 30�, and is
as large as �20%. Decreases in NOy are probably the result
of an increase in NO photolysis rates, and the consequent
reaction of the resulting atomic nitrogen with NO (a net loss
of two NOy molecules). Figure 1 shows that fluxes between

180 nm and the predissociation limit of NO (about 191 nm)
increase on average by 8%. The fact that the modeled
decrease in NOy is less than the change in solar flux may
indicate that increases in thermospheric NO due to larger
EUV and auroral production is attenuating the flux that
reaches the stratosphere. Consequently, thermospheric NO
is shielding the stratospheric NO from the enhanced UV
radiation (see Minschwaner and Siskind [1993] for a dis-
cussion on this topic).
[35] The modeled solar cycle induced change in zonal

mean total ozone (in Dobson units per 100 units of 10.7 cm
flux) averaged over the entire year as a function of latitude
is shown in Figure 10. In the tropics the change is about 3
DU/100 units of 10.7 cm flux, which equates to 4 DU over
the solar cycle. This is midway between the estimates made
by the U.K. Meteorological Office Unified Model (5 DU)
and the University of Tokyo Model (3 DU) reported by
Labitzke et al. [2002]. The extratropical response in
WACCM3 is similar to the University of Tokyo Model, in
that it is relatively constant with latitude in the Northern
Hemisphere and decreases toward the pole in the Southern
Hemisphere. Just as in the other modeled responses, the
uncertainty in the solar response becomes very large outside
of the tropics. The response is also very similar to the
response in WACCM3 transient simulations [Garcia et al.,
2007]. However, the WACCM3 response is substantially
less than that calculated from satellite observations. Also
shown in Figure 10 are Randel and Wu [2007] estimates of
solar effects at latitudes less than 40� using Total Ozone
Mapping Spectrometer (TOMS) and SBUV data. They
show the effect to be between 3.6 and 7.0 DU/100 units
of 10.7 cm flux, which is similar to the ‘‘merged satellite’’
response shown in WMO Assessment of Ozone Depletion
[World Meteorological Organization, 2003]. While this is
substantially higher than the WACCM3 response, it should
be noted that the solar signal in ground-based total ozone
observations (also shown in Figure 10) ranges approximately
between 2 and 4 DU/100 units of 10.7 cm flux and so is in
better agreement with the WACCM3 response. In general, it
appears that the differences in the ozone solar cycle response
between the model and observations are no larger than
between differing sets of observations. The large uncertainty
in the observational record is probably due to the relatively
short period of observations (at most three solar cycles), and
the presence of other perturbations that alias onto the solar
signal (e.g., volcanic effects).
[36] Higher in the atmosphere, the magnitude of the

ozone response is much larger, and in principle should be
readily observed. The noon and midnight mesospheric
ozone distributions for July are shown in Figures 11a and
11b. The ozone secondary maximum is clearly seen at both
local times and is centered between �97–100 km in
altitude. Midnight mixing ratios at the maximum are
between 2 and 5 ppmv, which is about an order of magnitude
larger than noon mixing ratios, caused by the absence of
photolytic loss during nighttime. Secondary maximum day-
time values in WACCM are about a third less than the
observed values shown in studies of Marsh et al. [2002]
andKaufmann et al. [2003]. The reason for this model deficit
is unclear, but a similar underprediction is observed in the
HAMMONIAmodel. The solar cycle ozone response, shown
in Figures 11c and 11d, varies with latitude, height and local

Figure 10. Zonally and annually averaged change in total
ozone (DU/100 units of 10.7 cm flux) in WACCM3 (bottom
line). Shaded region is the range of the 95% confidence
interval. Satellite (top solid line) and ground-based (dashed
line) estimates of total ozone change from Randel and Wu
[2007].
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time. During solar maximum, the ozone secondary maximum
is larger than at solar minimum by as much as 50%, and the
response is similar for noon and midnight. Above the
secondary maximum the solar cycle response is negative,
and also less ozone is seen at solar maximum during
nighttime near 80 km. The variation in response can be
understood by considering the ozone production and loss
terms, assuming photochemical equilibrium. Ozone is pro-
duced via three-body recombination of atomic and molecular
oxygen:

Oþ O2 þM ! O3 þM : ð11Þ

[37] Ozone concentrations are determined by a balance
between production via (11) and losses through photolysis
and the reaction with atomic hydrogen:

H þ O3 ! OH þ O2: ð12Þ

[38] Assuming photochemical equilibrium, and equating
production to loss,

O3½  ¼ k O½  O2½  M½ 
JO3

þ k 0 H½  ; ð13Þ

where [ ] denotes number density, k and k0 are kinetic rate
constants for (11) and (12), JO3 is the ozone photolysis rate
(approximately 100 s�1), and M is a third body (i.e., O, O2,
N2). The secondary maximum is the result of sharply

increasing atomic oxygen concentrations (see Figure 12a)
and the exponential dropoff of O2 and N2: ozone production
is proportional to their product and so a layer is formed.
Figure 12d shows that atomic oxygen also increases during
solar maximum by 30–50%, and so production rates should
increase accordingly. During the daytime, the loss mechan-
ism is primarily via photolysis in the Hartley and Huggins
bands (200–350 nm) which changes just a few percent over
the solar cycle. Therefore solar induced changes in the
daytime equilibrium value of ozone are very similar to the
changes in atomic oxygen.
[39] The negative ozone response above the ozone sec-

ondary maximum, where admittedly there is very little
ozone, is a consequence of changing temperatures. In the
following section it is shown that temperatures in the lower
thermosphere are higher at solar maximum. This affects
ozone in two ways. First, warmer temperatures reduce k, the
recombination rate constant, which has a T�2.4 dependence
[Sander et al., 2003]. Secondly, on a constant pressure
surface increased temperatures will decrease the total den-
sity, and therefore also reduce the recombination rate. The
combination of these two effects substantially reduces
ozone concentrations above 10�4 hPa (�110 km).
[40] Interestingly, at night there is also a reduction in

ozone near 0.01 hPa (�80 km). This reduction is a result of
increased losses by the reaction with hydrogen produced by
Lyman-a photolysis of water vapor:

H2Oþ hn 121:6nmð Þ ! H þ OH ð14Þ

Figure 11. (a) Monthly mean ozone volume mixing ratios at noon local time in July for solar minimum
conditions. (b) As Figure 11a but at midnight local time. (c and d) Percentage change for noon and
midnight for solar maximum conditions relative to solar minimum.
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[41] The solar cycle effect on water vapor is large and
clearly seen in Figure 12e and in observations made by
HALOE [Chandra et al., 1997; Hervig and Siskind, 2006].
At 0.007 hPa (�84 km) water vapor is between 4 and 43%
less abundant at solar maximum than at solar minimum.
The reduction is largest in the winter hemisphere because
the residual circulation tends to bring air down from the
thermosphere in winter and up from the lower mesosphere
in summer. Lyman-a radiation is strongly attenuated below
about 80 km, and so air originating below that height is not
as affected by the solar cycle as air that originates in the
thermosphere. The WACCM3 response is very similar to
the response of the HAMMONIA model [Schmidt et al.,
2006].
[42] To date, the majority of mesospheric ozone studies

have been based on data from the Solar Mesosphere Explorer
(SME) near infrared spectrometer, between December 1981
and December 1986. Analysis of nearly 2 year of data from
the same satellite by Keating et al. [1987] showed that
between 65 and 75 km, there is a negative correlation
between ozone density and solar ultraviolet flux. At 72 km
they report that a 1% variation in Lyman-a flux leads to a
�0.14% change in ozone. Above 75 km the response is
positive, reaching 0.1 percent per percent at 80 km, which is
thought to be due to an increase in odd-oxygen production by
photolysis of molecular oxygen. The observed negative
daytime response at 72 km is at odds with the simulated
response, although the Keating et al. [1987] study was for
short-term variability associated with solar rotation. In view
of the new data sets from UARS and the Thermosphere

Ionosphere Mesosphere Energetics and Dynamics satellite
[Russell et al., 1999], the opportunity exists to revisit the
mesospheric solar response.
[43] It should be noted that, while water vapor changes

near the mesopause at the highest summer latitudes are
relative small (1–10%) compared to those in the winter
hemisphere, even these changes may influence the forma-
tion of polar mesospheric clouds (PMC). The study of
DeLand et al. [2003] shows an anticorrelation between
Lyman-a flux and PMC occurrence frequency, which is
consistent with the reduced water vapor concentrations
predicted by WACCM3 at solar maximum. To correctly
model solar effects on PMC, WACCM3 will need to be
modified to include a parameterization of PMC microphys-
ics and run with higher vertical resolution. Such changes are
planned for a future investigation of PMC.
[44] July mean mixing ratios for atomic oxygen and NO

are shown in Figures 12a and 12c. Both constituents
increase rapidly with height because of the presence of
large thermospheric sources. The large horizontal gradient
in NO is due to meridional transport, which will bring air
rich in NO down in winter hemisphere. The gradient is not
seen in atomic oxygen because atomic oxygen quickly
combines with molecular oxygen in the MLT. As mentioned
before atomic oxygen increases by 30–50% at solar max-
imum, which is the result of increased photolysis of
molecular oxygen. NO is also higher during solar maxi-
mum, and this is due to combined increases in auroral
particle precipitation and EUV fluxes. Higher fluxes at the
shortest wavelengths (soft X rays) produce greater than

Figure 12. (a–c) July monthly mean volume mixing ratios of O, H2O (ppmv), and NOx (ppmv). (d–f)
Percentage change in O, H2O, and NOx for solar maximum conditions relative to solar minimum.
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200% increase in NO mixing ratios at the mesopause in the
tropics. Such increases cannot be transported to lower
altitudes however, because the NO is quickly photolyzed.
It is likely that aurorally produced NO in polar night is the
source of the enhanced stratospheric NO seen in Figure 9.

3.2. Energetic and Dynamical Response

[45] Figure 13 shows global mean net heating, and cool-
ing rates in the MLT averaged over the year for solar
maximum and solar minimum. Net heating is very close

to zero and this is to be expected since the model integra-
tions are long enough that annual mean temperatures do not
have any significant trends under constant forcing and trace
gas concentration boundary conditions. Zonally averaged
heating rates (the sum of terms shown in Figure 6) show the
largest solar signal in the topmost levels of the model. This
is a consequence of the large changes in EUV and geomag-
netic forcing, and the low densities in that region. Almost all
of the heating terms shown in Figure 6 are considerably
larger at solar maximum than solar minimum, the exception
being CO2 NIR heating, which is comparatively unchanged
because of the low variability of radiation in the NIR.
Consequently, the total heating increases by almost a
factor of 3 at the 6.0 � 10�6 hPa level, is 38% larger at
7.3 � 10�5 hPa, and is 23% larger at 8.8 � 10�4 hPa.
Changes in mean radiative cooling rates (also shown in
Figure 13) at these same pressure levels are 270%, 36%, and
14% respectively. Radiative cooling, the sum of cooling by
CO2 and NO emissions, is dominated by CO2 cooling
during solar minimum. However, during solar maximum
conditions, cooling from nitric oxide 5.3 mm emission
increases dramatically (fourfold at 10�5 hPa), such that it
is greater than CO2 cooling down to the 2.0 � 10�5 hPa
pressure level. NO 5.3 mm emission depends not only on the
kinetic temperature, but also on the concentrations of atomic
oxygen and nitric oxide [Kockarts, 1980]. Both of these
constituents increase during solar maximum (as shown in
Figure 12), and so the total 5.3 mm cooling rate is enhanced.
A consequence of this is that cooling by diffusive
transport of heat is reduced during solar maximum. This
can seen Figure 13, where the height range over which
dynamical cooling cools the thermosphere is reduced for
solar maximum.
[46] Figure 14 shows the annual mean temperature for the

whole model domain, and the solar cycle induced temper-

Figure 14. (a) Annual mean temperatures for the solar minimum simulation. (b) Temperature increases
for the solar maximum simulation relative to temperatures in Figure 14a. Unshaded regions are
significant at the 95% level.

Figure 13. WACCM3 annual global mean MLT heating
rates for (top) solar maximum and (bottom) solar minimum.
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ature differences. Between ±50� latitude there is a statisti-
cally significant response throughout the stratosphere.
[47] The response peaks at the equator, with a maximum

of 0.95 K at 1.6 hPa (�45 km), and has a local minimum in
the lower mesosphere near 0.1 hPa. The WACCM3 solar
cycle temperature signal in the stratosphere is broadly
similar to the signal in models included in the GCM-Reality
Intercomparison Project for SPARC (GRIPS) study
[Matthes et al., 2003], and the more recent studies of
Rozanov et al. [2004] and Austin et al. [2007]. Compared
to observations, the distribution of the WACCM3 response
is most similar to the response seen in Stratospheric
Sounding Unit/Microwave Sounding Unit (SSU/MSU) sat-
ellite data [Scaife et al., 2000; Ramaswamy et al., 2001].
The peak in the satellite temperature data response centered
near 40 km is slightly lower than in WACCM3, but the
amplitude is very similar (in excess of 0.75 K over the solar
cycle). However, the modeled temperature response is much
smaller than the 2.5 ± 0.4 K response seen at 1 hPa in
National Meteorological Center zonal mean temperatures
[McCormack and Hood, 1996], and smaller than the �1.1 K
for rocketsonde measured temperatures averaged vertically
between 28 and 56 km [Dunkerton et al., 1998]. The
WACCM3 response is also smaller than the solar cycle
signal calculated using linear regression from ERA-40
reanalysis data by Crooks and Gray [2005]. They saw a
peak response of over 1.75 K near the equator. However, the
height of the maximum response (2.5 hPa or 43 km) agrees

well with WACCM3. Considering the large variation in the
responses calculated from observed temperatures, it is
difficult to accurately assess the ability of WACCM3 to
correctly simulate the stratospheric temperature response.
[48] The modeled annual mean zonal wind and its solar

response are shown in Figure 15. The response is consistent
with the temperature response: the relatively steep gradient
in temperature around 40�S in the middle/upper stratosphere
gives rise, through thermal wind balance, to a 2 m/s increase
(more westerly) zonal winds. The response is weaker, but
still significant in the opposite hemisphere. In general, the
zonal wind response is less than is seen in ERA-40 winds
[Crooks and Gray, 2005], but this is to be expected since the
amplitude of the temperature response was also weaker.
[49] Since ozone is the dominant absorber of radiation in

the stratosphere, radiative heating should change with
changes in ozone. Hence an increase in ozone should lead
to a increase in temperature. This is in addition to an
increase in heating from larger UV fluxes. The sensitivity
of ozone to temperature change has been investigated by
Froidevaux et al. [1989]. They point out that negative
temperature dependence of reaction (11) implies increased
temperatures lead to decreased ozone concentrations, just as
appears to be the case in the thermosphere. Thus a negative
feedback mechanism exists that damps the response of
ozone to changes in solar flux. Modeled stratospheric
annual mean temperatures have a maximum increase at
the equator (Figure 14), and this may be why the annual

Figure 15. (top) Annual mean zonal mean zonal wind (m/s) and (bottom) its solar cycle–induced
change (m/s). Unshaded regions are significant at the 95% level.
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mean ozone response peaks at midlatitudes. The sensitivity
of ozone mixing ratio ( f ) on a constant pressure surface to
temperature (T) can be approximated by the following
formula used by Froidevaux et al. [1989]:

f ¼ B exp Q=Tð Þ; ð15Þ

where Q and B are constants derived from observations
made by the Limb Infrared Monitor of the Stratosphere.
Therefore the change in ozone mixing ratio from DT change
in temperature over the solar cycle is:

fmin

fmax

¼ exp
QDT

Tmin Tmin þDTð Þ

� �
; ð16Þ

where at 3 hPa Q was found to be 701 ± 83 K. Using
WACCM3 temperatures from Figure 14, the calculated
change in ozone due to solar induced changes in
temperature at the equator is �0.8%. At 50�S, the change
is only �0.26%, whereas at 50�N it is �0.67%. Therefore
about half of the decrease in ozone response at the equator
seen in Figure 7 can be attributed to an ozone temperature
feedback. Such a response would only occur in a model

with interactive chemistry. Interestingly, the ozone response
structure produced in WACCM3 is different from the
equatorial maximum response produced in the 2-D model of
Lee and Smith [2003], which does include interactive
chemistry. In that model, a dipole structure is only produced
when forcing by the QBO or volcanic eruptions is included.
[50] Poleward of 50� latitude the WACCM3 temperature

solar signal is not significant below the 1 hPa level, because
of the high level of variability in the polar stratosphere. The
statistically significant modeled increase at latitudes pole-
ward of 50�S above 1 hPa is also seen in the Scaife et al.
[2000] SSU/MSU analysis. Above the local minimum in the
solar cycle temperature response in the lower mesosphere,
the response grows with height until, near the top of the
model domain, it is greater than 100 K. A comparison of
WACCM3 temperature differences in the mesosphere to
those determined from the HALOE measurements is shown
in Figure 16. The HALOE response is taken from Remsberg
and Deaver [2005], who analyzed HALOE data from 1991
to 2004 using multiple linear regression. They found the
amplitude of an 11-year solar cycle term to be 0.5 to 1.7 K
(1 to 3.4 K peak-to-peak) in the middle mesosphere. The
solar cycle response of WACCM3 is around 2 K in the
tropics at the 0.01 hPa level, and is in good agreement with
the HALOE measured response. However, WACCM3
shows a decrease in the response in the tropical lower
mesosphere which is not evident in the observations.
Remsberg and Deaver [2005] state that, between 0.05 hPa
and 0.5 hPa, at latitudes less then 40�, the HALOE response
is ‘‘weak and insignificant,’’ and this also is the case for
WACCM3 simulated response.
[51] Hervig and Siskind [2006] also analyzed solar sig-

nals in HALOE temperature, but for latitude bands centered
at ±67.5�. Figure 17 shows the altitude distribution of the
solar response at ±66� in WACCM (compare with Hervig
and Siskind, [2006, Figure 6a]). The WACCM response is

Figure 16. Comparison of solar maximum minus mini-
mum annual mean temperature differences for WACCM3
(solid line) andHALOE (squares): (a) 0.01hPa and (b) 0.03hPa.
Vertical and dotted lines are the 2-sigma uncertainties of
the HALOE and WACCM3 responses.

Figure 17. WACCM solar maximum minus minimum
annual mean temperature differences at ±66� latitude.
Shaded regions indicate 1-sigma uncertainties.
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in good agreement with the calculated response from
HALOE, and shows the same interhemispheric differences
around 55 km: the Southern Hemisphere response is more
than twice the response of the Northern Hemisphere. The
response at 80 km is less than observed, but falls within
calculated uncertainties. The temperature change in the
high-latitude Northern Hemisphere at the mesopause (an
important factor in the formation of PMC) during July (not
shown) is approximately +1.7 ± 1 K. This is very similar to
the +1.5 K seen in the HAMMONIA model [Schmidt et al.,
2006].
[52] Figure 18 shows the solar cycle induced changes in

annually averaged zonal mean heating and cooling rates.
Since the model is in thermal equilibrium, differences
between changes in heating and cooling rates must be
balanced by dynamical processes. For example, asmentioned
previously, differences in changes in the thermosphere are
balanced by changes in thermal diffusion. In the equatorial
stratopause region heating rates increases by up to 0.17 K/d
during solar maximum. This increase is slightly less than 2%
of the total heating rate, and is comparable to the change in
solar flux near the center of the Hartley bands of ozone at
255 nm. The change in heating predicted by WACCM is less
than that predicted in the GRIPS study of Matthes et al.
[2003]: the MRI and FUB models show 0.21 K/d. This is
most likely due to differences in the ozone responses in the
models. The models in the GRIPS study used prescribed
ozone changes from models that do not include fully inter-
active chemistry. The prescribed ozone changes near the
stratopause exceeded 3%, which is considerably larger then
the 2–2.5% increase predicted by WACCM.
[53] Since the primary heat source at the stratopause is

from absorption of radiation by ozone, it is expected that
these changes be approximately the same. The cooling
response also peaks at the equator but is more confined in

latitude, which indicates dynamical transport must play a
role cooling the midlatitudes.
[54] At 1 hPa the global mean increase in heating and

cooling (DQ) is�0.15 K/d, and the global mean temperature
increase at that level (DT) (calculated from data shown
Figure 14) is +0.74 K. The radiative lifetime, trad = (DQ/
DT)�1, is consequently around 5 d, which is in reasonable
agreement with the value determined by Mlynczak et al.
[1999] using satellite data.
[55] Using a multiple regression technique Haigh [2003]

found a significant solar cycle response in NCEP/NCAR
tropospheric reanalysis zonal mean temperatures centered
around ±40� latitude of approximately +0.5 K. The response
was relatively constant with altitude, appearing as vertical
bands of enhanced temperatures at midlatitudes, and little
response at the equator. The latitude banding implies solar
changes in temperature are more than simply a direct
response to changes in radiative heating, which would be
distributed more homogeneously in latitude. The same
analysis of NCEP/NCAR zonal mean zonal winds [Haigh
et al., 2005] also shows a response that extends in vertical
bands throughout the troposphere. The structure of the wind
response is consistent with a weakening and poleward shift
of the subtropical jets. The analysis of ERA-40 zonal winds
and temperatures showed very similar responses [Crooks
and Gray, 2005].
[56] For comparison we show the annual mean of the

WACCM3 zonal mean zonal wind in the troposphere in
Figure 19 along with its change between solar maximum
and minimum. There appears to be a significant, but small,
response in the wind at midlatitudes, which is similar to the
response found by Haigh et al. [2005] in NCEP/NCAR
reanalysis data, i.e., a pattern consistent with a weakening
and/or poleward shift of the subtropical jets. As in the
observed response, the change appears as vertical bands.
The annual mean temperature response (Figure 19c) is also

Figure 18. Changes in (a) heating and (b) cooling rates in K/d for solar maximum conditions relative to
solar minimum. Changes shown are annual mean zonally values. Unshaded regions are significant at the
95% level.
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significant at midlatitudes, but the amplitude of the response
is between 1/2 and 1/5 of the observed responses reported by
Haigh et al. [2005] and Crooks and Gray [2005]. The
reduction in the response compared to observations may
not be too surprising since both simulations used the same
fixed sea surface temperatures (SSTs). Rind et al. [2005]
showed that the response of the troposphere to changes in
total solar irradiance was significantly reduced in a model run
with prescribed SSTs when compared to a model run with an
interactive ocean. A future study will look at the troposphere
response in a version of WACCM3 that uses an interactive
ocean model.

4. Summary and Discussion

[57] A GCM with coupled ion and neutral chemistry has
been used to model the response of the whole atmosphere
(surface to �130 km) to variations in radiative and geomag-
netic forcing typically seen over the 11-year solar sunspot
cycle. This is the first time a GCM that extends to the surface
includes a parameterization of auroral processes. The key
findings are:

[58] 1. The largest atmospheric changes within the range
of altitudes modeled by WACCM3 occur in the lower
thermosphere region, where compositional changes can
exceed 100% and temperatures increase by over 100 K at
solar maximum relative to solar minimum.
[59] 2. Changes in water vapor and temperature at the cold

point of the summer mesosphere are 1–2%, and may affect
PMC formation.
[60] 3. The solar cycle signal in ozone has a peak in the

tropical stratosphere around 40 km and can be in excess of
3%.At the same altitude temperature at the equator are almost
1 K warmer during solar maximum. The tropical ozone
column response (�3 DU/100 units of 10.7 cm flux) is less
than observed by TOMS and SBUV, but comparable to
ground-based estimates.
[61] 4. Indirect effects on ozone via transport of thermo-

spheric NO are apparent in the polar middle and upper
stratosphere. In the lower thermosphere, large changes in
NO and atomic oxygen can dramatically effect the energy
budget, and change how heat is transported to lower
atmospheric regions by diffusion.
[62] 5. A small, but statistically significant solar cycle

response is seen in tropospheric winds and temperatures.

Figure 19. (a) Tropospheric annually and zonally averaged zonal winds (m/s) for solar minimum
conditions. (b and c) Solar cycle changes (maximum-minimum) in annually and zonally averaged zonal
winds (m/s) and zonal mean temperatures (K). Unshaded regions are significant at the 95% level.
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The signal has similar structure to the observed response but
its magnitude is considerably smaller than that observed.
This reduction may be caused by fixing SSTs at the lower
boundary of the model.
[63] The response of the MLT region in WACCM3 is

broadly similar to that of the HAMMONIA model shown in
Schmidt et al. [2006]. Significant differences in the response
of NO exist, but WACCM3 includes a more complete
description of auroral and ionospheric processes. If the
modeled response of NO is correct, then the solar cycle should
have an impact on the ability to detect lower-thermospheric
temperature trends due to changes in cooling resulting from
anthropogenic increases in CO2. Since the global mean
atmosphere is in approximate thermal balance, differences
in heating and cooling rates are balanced by dynamical
processes. In the lower thermosphere, the most important of
these is thermal diffusion. Heat diffuses downward to a
region of the atmosphere where CO2 cooling is efficient.
During solar maximum, the large increase in NO cooling is
such that the altitude range over which diffusion cools the
upper levels is reduced. Therefore the lower thermospheric
temperature response to increasing CO2 concentrations is
larger at solar minimum than solar maximum. The effects of
this differing sensitivity to CO2 trends higher in the atmo-
sphere has been studied by Qian et al. [2006].
[64] While this model does include the relatively constant

particle precipitation in auroral regions, it does not include
all classes of particle inputs. The role of sporadic particle
precipitation during solar proton events will be the topic of a
separate study using transient simulations with WACCM3.
Ionization from galactic cosmic rays and electrons with
energies large enough to penetrate into the mesosphere and
stratosphere are not included in the current version of
WACCM3 either. Finally, the role of the equatorial QBO
has not been addressed in this paper because of the fact that
WACCM3 does not spontaneously generate a QBO. How-
ever, a set of simulations similar to those shown here have
been carried out with an externally forced QBO. The effect
of the QBO on the solar response, as well as the transfer of
the solar signal between atmospheric regions in this model
will be addressed in a future study.
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