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Abstract

Software maintenance consumes 60 % to 80 % of the total life cycle costs
of a software system [4]. The maintenance process involves the understanding
of the underlying system by 50 % to 90 % [43]. Thus, the understanding of a
system is essential to reduce the total life cycle costs. Software Architecture
Reconstruction (SAR) can yield the needed comprehension of an actual soft-
ware system, e.g. if the knowledge about the internal structure was lost over
time. However, reconstructing the architecture of an existing system is not
trivial. Many research on this field has been done. Recently the Object Man-
agement Group (OMG) proposed a new meta-model, namely the Knowledge
Discovery Meta-Model (KDM), for representing the information contained in
a software system. In this thesis I present a newly developed SAR tool, KDM
Architecture Discoverer (KADis), which utilizes this meta-model. Further-
more, | present an made evaluation of different data formats including KDM
for SAR. In addition, I propose a new categorization of SAR activities that

focuses on the basic understanding of SAR.
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1 INTRODUCTION

1 Introduction

Many companies use old software systems. Over the years new requirements to the software
arise. These requirements are often implemented without explicit knowledge of possible
side-effects. The knowledge about the exact architecture was lost over time. Important
reasons for this fact are a missing or outdated documentation and architectural erosion.
This often results in a higher error rate of the software.

In many cases a new development of the software is refused or not economic. Software
Architecture Reconstruction (SAR) provides the needed understanding for maintaining
the existing software system. This enables an improvement or migration of the existing
software architecture, for instance. However, SAR is not trivial. Often many million lines
of source code have to be analyzed, abstracted, and then presented in an appropriate
way. Many research has been done on this field and many terms were introduced. Some
SAR approaches use the term redocumentation of software architectures to emphasize
the creation or update of a documentation. Other approaches use the term recovering
software architectures to describe the fact that in many cases the software architectures
are outdated and have to be recovered. In this thesis, I will use the term reconstruction of
software architectures to focus on the process of reconstructing the views of the software
architecture.

On the one hand, SAR needs a storage format for often million lines of source code
and the data which is abstracted from it. On the other hand, SAR includes many dif-
ferent phases and thus needs different tools that cover different phases. For reasons of
interoperability these tools need a common data interchange format that has to represent
all saved information. A data format that enables both the data interchange and the
data storage makes the development easier. The Object Management Group has defined a
common data interchange format named Knowledge Discovery Meta-Model (KDM). The
thesis will evaluate this data format in the context of SAR.

In this thesis, I show a new categorization of SAR activities by grouping them in iden-
tified common phases. Furthermore, I conducted an evaluation of KDM in comparison
with other common data interchange formats in the context of SAR. Additionally, I devel-
oped KDM Architecture Discoverer (KADis), which uses KDM for the generated output,
to evaluate the applicability of KDM. KADis limits to the code and structure package
of KDM which is a restriction to the static facts of the software system that should be
analyzed.

Related work lists other categorizations of SAR approaches. For example, one catego-
rization can be performed on basis of the level of automatism. Another tool in SAR, which
uses a meta-model for its data storage, is Moose. The used format of Moose, FAMOOS
Information Exchange Model (FAMIX), is part of the format evaluation.

The remainder of the thesis is structured as follows. Section 2 outlines the
identified common phases in SAR approaches. Afterwards, Section 3 describes KDM in

detail. Then, Section 4 presents an evaluation of different data interchange formats in
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SAR. A developed prototype, named KADis, for using the KDM is discussed in Section 5.
The following Section 6 evaluates KADis. Section 7 describes different related SAR tools.
The final Section 8 concludes important points of the thesis and defines the future work

for advancing KADis.



2 APPROACHES TO SAR

2 Approaches to Software Architecture Reconstr-

uction

A SAR process can be performed manually, semi automatically, or fully automatically. In
the manual processing the reverse engineer analyses the source code and has only limited
tool support. The tools can be syntax highlighters or visualization tools, for instance.
In the semi automatic process the SAR tool proposes a possible solution and the reverse
engineer has to judge if the suggestion of the tool is correct. If the suggestion is not correct
the SAR tool tries to find a different solution. The fully automatic process does not need
human interaction. The human interaction is done implicitly by internal assumptions
about the correct solution.

This Section presents different techniques in the context of SAR by categorizing them
into common phases. The Section is not thought as a broad survey of every approach
available in SAR. For this purpose Ducasse et al. have written a survey [10], for instance.

This Section intends to give a basic understanding of SAR.

2.1 Common Phases in Software Architecture Reconstruc-

tion Processes

no

Scope . . . >@
Scope Data extraction Source model Repository storint
. [ identification ] P [ j %( postiory 9 )
yes
Visualization ;' Visualization )e Abstraction model ;Gbstraction ’% Stored data

satisfying result?

Figure 1: Overview of the identified common phases and sequence in the SAR process

I identified the common phases and sequence shown in Figure 1 and extracted them
from different approaches and methods used in SAR [5, 10, 21, 27, 30, 38, 39, 45]. The
created overview, presented in the following, focuses on the SAR process itself and thus
enables a better understanding of the different phases involved in SAR. Other categoriza-
tion can be made, too. For instance, the categorization formerly mentioned into manual,
semi automatic, and fully automatic approaches.

The overview starts with the scope identification. Scope identification recurs in many
SAR approaches. If the scope identification is done only implicitly, the whole system

is selected. However, in most cases a special subsystem is the main interest to focus on.
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Data extraction, abstraction, and presentation are well known steps in SAR [39]. The data
needed for SAR, like classes or packages, has to be fetched from software artifacts. Then,
the data has to be abstracted to enable different views onto the system and then has to
be presented. The presentation is almost always done as visualization. Therefore, the last
step is not called presentation but visualization. Between data gathering, abstraction, and
visualization the data has to be saved to enable more flexibility in presentation. However,
this step is not trivial. By saving information about the reconstructed software system
different purposes shall be achieved. These are, for instance, information exchange with
other tools supporting reusability or enabling the definition of an easy query language for
changing the focus of the visualization.

The remainder of the Section describes the common phases. A more detailed view
on data extraction, repository storing, and abstraction is presented in Section 2.2 to 2.4.
Scope identification and wvisualization are not considered in detail because this would go
beyond the scope of the thesis. Finally, Section 2.5 presents SAR approaches that define

an extra step to emphasize different aspects like, for instance, quality attributes.

Scope identification

The user can select the software artifacts to focus on in the SAR process. This selection
of important facts, like different subsystems or quality attributes, is called scope identi-
fication. By changing the scope on which software artifacts to focus on, the process can
comprise many iterations. Each iteration reveals new knowledge about the software. It
is easier to understand a huge system by considering higher abstraction levels first. To
minimize the amount of data, e.g. classes that can be clustered into components, on the

higher abstraction levels, identifying the scope can act as a filter for subsystems.

Data extraction

The data extraction phase collects the data, like classes, functions or build files, used for
SAR, e.g. by external parsers. One example of an external parser is the Source Navigator
NG [36], which is used for data extraction in KADis (Section 5). The output of this phase
is called source view or source model.

Usually, not all information about a software architecture is contained explicitly in the
source code. Knowledge can be extracted from other software artifacts, too. These are,
for example, build files, tests, and configuration files. Other methods can even extract
information from documentation. However, not all knowledge about the software archi-
tecture is contained in files. Interviews with software architects and other stakeholders
can be done for revealing the business process, for instance.

For more details and further methods for data extraction refer to Section 2.2.

Repository storing

The data has to be saved somewhere. Typically this is done in a repository. This repository
can be a file or a database, for instance. Many SAR tools use databases. Databases make

the querying of information faster and easier, and a query language for selecting items is
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built-in. Meta-models like KDM can be used as a data interchange format and a data
format for data storage as well. They can be used natively by saving files or can be
translated into a database schema for usage in a database. Possible data formats are
described in Section 2.3. After the phase has finished, the data of the data extraction

activity is stored in a repository.

Abstraction

The data extraction can produce a big amount of data. Classes and functions represent a
huge part of that data. However, in a big software system considering classes or functions
is not useful as a starting point. A more coarse view has to be presented or in other words
the level of abstraction has to be raised. Therefore, different abstraction methods have
been proposed. Clustering and forming modules by special names, for instance. Section
2.4 describes different methods for abstraction. After performing the abstraction phase an

abstraction model is available.

Visualization

The data has to be visualized for easier reading and understanding. Many tools use their
own domain-specific language (DSL). Some of the tools for SAR use common graphical
DSLs, Unified Modeling Language (UML) in most cases, for attaining a common under-
standing of the displayed data.

Different layouts and display styles in visualization can be used to emphasize different
aspects of the software architecture. For instance, a hierarchical view highlights the hier-
archical aspect of subsystems. The output of this phase is a visual representation of the

views.

2.2 Phase Data Extraction

For extracting data there exist two distinct classes of approaches, namely the static and
dynamic approaches [27, 28]. Static approaches basically provide an overview of static
information extracted from source code like classes or packages, for instance. Dynamic
approaches enable information extraction at runtime, for instance the constructor calls.
Both classes of approaches have their advantages and disadvantages. Static and dynamic
approaches can be too fine granulated to give a good comprehension of the system and the
dynamic approaches additionally do not always yield all data. Therefore, a combination
of static and dynamic approaches is used in practice. This gives the need of having a
merge between them. The merge of two views is called View Fusion. The remainder of

Section 2.2 presents different static and dynamic approaches.
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2.2.1 Static Analysis

There are different static analysis methods which differ in precision, scalability, and ef-
fort. In practice mostly a mixture of them is used, to enable the best ratio between the

mentioned attributes. In the following the different static approaches are presented.

Manual analysis

The reverse engineer analyses the source code manually with only restricted tool support.
He looks at the source code by hand. Many data can be fetched from the system by
looking at the directory structure, for instance. However, in big projects the manual

analysis proves only partially useful because it is accompanied by a big effort.

Lexical analysis

Lexical analysis converts a given sequence of characters to tokens. There are many tools
available that perform lexical analysis. Grep searches for regular expressions, for example.
A regular expression or a so called lexical pattern is, for example, the keyword “include”
in C4++.

Syntactic analysis

Syntactic analysis or in other words parsing defines the process of analyzing a given text,
made of tokens, to determine its underlying grammatical structure on the basis of a specific
formal grammar. The tools that perform this task are called parsers. They typically
construct a syntax tree. Then the user can query the syntax tree for certain patterns to

focus on different aspects of the result.

Semantical analysis

Semantical analysis can be done by parsing the context or variable names. After the

parsing the control and data flow analysis can help to improve the results.

2.2.2 Dynamic Analysis

In dynamic analysis different methods and tools can be used to get dynamic runtime in-
formation from the system. For example, there exist profiling tools (e.g. gprof) or code
instrumentation tools. Dynamic information can be very useful since static analysis can
not recover late bindings easily. Examples for late binding are polymorphism, function
pointers, and runtime parametrization. Dynamic information becomes essential in a mul-
tiprocess system that creates threads dynamically at runtime. Many tools can trace the
execution path of the program and analyze it. For instance, Kieker [33] is a tool for

continuous monitoring, analysis, and visualization of Java software behavior.
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2.3 Phase Repository Storing

As mentioned earlier the input and output data formats should be used for the format
of the repository too and thus this Section describes data formats. At the beginning of
research in SAR nearly every developed SAR tool had its own data format. In the past
years different efforts to a common data interchange format have been made. There are
two major classes of data interchange formats, namely meta-models and graph based data
formats. KDM and FAMIX belong to the meta-models. Graph eXchange Language (GXL)
and Rigi Standard Format (RSF) are graph based data interchange formats. The Sections
2.3.1 to 2.3.4 describe the different data formats that were designed to become a common
data interchange format. In Section 4 an evaluation of these different data formats is

presented.

2.3.1 Knowledge Discovery Meta-Model

KDM was developed by the Object Management Group [17]. This consortium has already
specified the well known UML. KDM was designed with the goal of creating a common
data interchange format for SAR tools, where every element is clearly defined. Section 3

presents it in detail.

2.3.2 Graph eXchange Language

GXL is a standard data format for exchanging graph representations. The motivation
for creating GXL was to enable interoperability between different tools like extractors,
abstractors, and visualizers. With a common data interchange format a powerful reverse
engineering workbench can be built, for instance. At the Dagstuhl Seminar “Interoper-
ability of Reverse Engineering Tools” in January 2001, GXL was ratified as a standard
exchange format in reverse engineering [49].

Tuple Attribute Language (TA) [23], GRAph eXchange format (GraX) [12], and the
graph format of PROGRES [35] were merged to create GXL. Furthermore, the authors
added concepts for handling hypergraphs and hierarchical graphs. In addition, GXL in-
cludes different ideas from Relation Partition Algebra (RPA) [13] and RSF [19]. GXL was
influenced by several other formats used in graph drawing, e.g. daVinci now known as
uDraw(Graph) [16] and GML [22]. Thus, GXL can be seen as a generalization of these
formats.

GXL offers the possibility to exchange different kinds of graphs. These kinds may
be typed, attributed, directed, ordered graphs including hypergraphs, and hierarchical
graphs. Furthermore, the graph schemas can be exchanged as metaschemas. For example,
UML diagrams can be represented and exchanged by supplying the appropriate UML
metaschema, which defines the semantic description of UML. Therefore, GXL can handle
different types of graphs and its underlying semantic.

Figure 2 shows an example graph taken from Holt et al. [24]. This graph is an at-
tributed, typed, and directed graph with two types of edges and two types of nodes. The
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Call

a Proc

File = "test.c"

File = "main.c"

Line =127

Ref Ref
Line = 27
W[ _var )
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Figure 2: GXL example graph

example can be interpreted as follows. On line 42 procedure P calls procedure Q. The

procedure P is stored in file main.c and procedure Q is stored in file test.c. P references
variable V in line 127 and Q references variable W in line 27. The variable V is defined
in line 255 and the variable W is defined in line 316. The edge (P,Q) has type call and a

line attribute with value 42.

<gxl>
<node id="P” type="Proc”>
<attr name="File” value="main.c” />
</node>
<node id="Q” type="Proc”>
<attr name ”File” value="test.c”/>
</node>
<node id="V” type="Var”’>
<attr name "Line” value="2257/>
</node>
<node id="W’ type="Var”>
<attr name ”Line” value="316"/>
</node>
<edge begin="P” end="Q" type="Call”>
<attr name ”Line” value="42"/>
</edge>
<edge begin="P” end="V” type="Ref”>
<attr name ”"Line” value="1277/>
</edge>
<edge begin="Q" end="W’ type="Ref”>
<attr name ”Line” value="27"/>
</edge>
</ gxl>

Listing 1: "GXL example XML”

Listing 1, again taken from Holt et al., displays the corresponding XML file of the

GXL example graph seen in Figure 2. Basically, there are 2 different types of elements.

The first one is the node type, which represents nodes in the graph. The second one is the
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edge type, which stands for the edges in the graph. These types can contain attr subtags,
which indicate that the type has attributes.
This simple example does not use the full Document Type Definition (DTD) of GXL.

For more information about the possible tags and GXL refer to Winter et al. [49].

2.3.3 Rigi Standard Format

Rigi [51] is a workbench tool for SAR. The rigiedit component of the workbench specifics
a data import format. This format is called RSF [50]. RSF has two major dialects. These
are unstructured and structured RSF. Usually, external tools use the unstructured RSF
and rigiedit saves the provided graph as structured RSF.

RSF bases on tuples. The mainly used unstructured RSF is 3-tuple based. The
structure of the 3-tuple is: verb subject object. Three different cases are allowed.

The first case is representing an arc between two nodes. The structure looks like
arcType startNodeName endNodeName. Listing 2 presents an example for this structure.
The first line represents the fact that the main function calls the createArray function.

The last line shows that the createArray function creates or accesses the data ARRAY.

1 call main createArray

2 data createArray ARRAY

Listing 2: "RSF arc example”

Attributes binding is the second case for the allowed structure of 3-tuple based unstruc-
tured RSF. The structure is: nodeAttribute nodeName attribute Value. Listing 3 shows an
example for attribute bindings in RSF. The lines declare createArray occurred in a file

named array.c at line 10 in the file.

[4

1 file createArray ‘‘array.c’’

2 lineno createArray 10

Listing 3: "RSF attribute binding example”

Node type binding is the last case for the allowed structure. The structure is defined
as: type nodeName nodeType. Listing 4 presents an example for types of node bindings
in RSF. The node createArray is binded to the type Function and the node ARRAY is
binded to the type Data.

1 type createArray Function
2 type ARRAY Data

Listing 4: "RSF node type binding example”
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With these 3 different types of 3-tuple based RSF a graph can be represented. Thus,
enabling the exchange of graph information. The structured RSF format is not described

here because it is basically only used internally by rigiedit.

2.3.4 FAMIX Meta-Model

The workbench tool Moose utilizes the FAMIX meta-model [9, 42]. FAMIX was developed
with the goal of describing object-oriented software systems at the program entity level.
The model has been designed for facilitating language independence, extensibility, and
information exchange.

The inventors developed FAMIX as an alternative to UML in version 1.2 for round-
trip engineering [8]. They claim that UML in version 1.2 has different shortcomings in
giving seamless integration between design diagrams and source code, between modeling
and implementation. Therefore, UML is lacking the ability of some important concepts
to generate source code from models and vice-versa. These concepts are namely “method
invocation” and “attribute access”. UML could have been extended at that time, but this
would make data exchange between different tools very complicated and not standardized.
The authors wanted to guarantee tool interoperability. Hence, they developed FAMIX.

FAMIX bases on the CDIF [15] transfer format. CDIF is an industrial standard for
transferring models and provides standard plain text encoding. Therefore, enabling hu-
man readability. XMI [18] was also considered for exchanging information but, when

development started, XMI was too premature.

superclass belongsToClass
Class

‘ subclass

belongsToClass
InheritanceDefinition

invokedBy Method Attribute
candidates accessedln<t>—‘ accesses
Invocation Access

Figure 3: FAMIX core model

Figure 3 taken from Demeyer et al. [9] represents the core model of FAMIX. The core
model consists of the main entities utilized in the object orientation paradigm. These are
class, method, attribute, and inheritance definition. Reengineering needs the invocation
and access entities. Invocation means that one method calls another method and access
represents the fact that a method accesses an attribute. These two extra entities are

needed by reengineering tools for dependency analysis, metrics computations, and other

10
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reegineering operations. For example, the invocation entity can be used for evaluating

which method is never invoked.

2.4 Phase Abstraction

Data extraction fetches a great amount of information, e.g. classes and functions. In a
big software system classes must be clustered to modules to get a better understanding
of the system, for instance. Software architecture building differentiates different views.
These views must be reconstructed. There are many definitions of the typical viewpoints
onto a system. The following Section uses the viewpoints categorization by Koschke [28]
that bases on the definition of Clements et al. [6]. This categorization was chosen because
some of these viewpoints, namely the configuration, conceptual, build, and files viewpoint,
can be directly mapped to the corresponding KDM package. The other viewpoints can be
mapped to parts of the code, action, and structure package of KDM. Thus, the selection
gives a first hint to generate KDM packages. The remainder of the Section describes these
different viewpoints and sketches some possible methods for reconstructing the viewpoints.
The Section is inspired by the survey of Koschke [28] that defines the used categorization
of viewpoints. In his survey many examples and references can be found. However,
this Section focuses on providing an overview for reconstructing the viewpoint and the
purpose of the reconstructed viewpoint in SAR. Thus, giving a hint when to reconstruct

each viewpoint.

2.4.1 Decomposition

The most research has been done in the derivation of the structural decomposition. An
example for this inference is the grouping at lower abstraction levels like classes, variables,
functions into modules. At higher levels, modules can be clustered to subsystems and
layers. For grouping, static dependencies, method calls, and variable accesses are used,
for example. Dynamic dependencies can be used too.

There are different approaches for grouping. Software clustering is the most popu-
lar one. Borrowed from biology the clustering of animals by similarity, the classes can
be clustered by different attributes. Different definitions of similarity lead to different
grouping. Other methods see grouping as a partitioning problem which can be solved
by minimizing coupling and maximizing cohesion between entities. Grouping bases on
semantic. Therefore, the process can only give suggestions for the best grouping based
on different assumptions. Thus, these methods are mostly incremental techniques. The
user has to interact with the process to find the best match for grouping. The purpose of
this viewpoint is to find components that can be clustered to less complex components.
This is done until different subsystems are visible. Thus, enabling an overview of the

reconstructed system.

11
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2.4.2 Class Hierarchies

At first view, class hierarchies can be trivially retrieved from object-oriented programming
languages. However, these class hierarchies may not be optimal. The optimal hierarchies
would only contain used methods and variables. By using dynamic approaches the unused
methods can be identified. There exist also approaches that build complex static method
call trees that can find the unused methods too. Class inheritances reveal the internal
structure of the classes. The concrete class can inherit from an abstract class which by
itself can inherit from another abstract class. Therefore, class hierarchies can be used to
understand the abstract base classes that many classes can inherit from. Thus, the class
hierarchies viewpoint can reduce the complexity and give an overview of the structure

again.

2.4.3 Class Diagrams

Class diagrams constitute another viewpoint. They have different association types like
aggregation or composition. Class diagrams display the dependencies between classes
beyond inheritance relation. There are different methods for reconstructing the class
diagrams from source code. For instance, a class diagram can be generated by parsing
the import statements of a class. Though, this example would need an object-oriented
programming language like Java. Nevertheless, class diagrams can even be extracted from
procedural languages by grouping functions to classes. For example, class diagrams are

useful when a layer of a software system has to be understood.

2.4.4 Interfaces

There exist different dependencies between modules. A module provides and requires
access to other modules. This is supported by the interface concept in Java, for instance.
Even if the interfaces are not explicit in a programming language, they can be fetched
from coarse import directives. Maybe not every import is used or not all exports are used.
Here the problem of finding the optimal interface structure arises again.

Interfaces may define preconditions and postconditions and valid sequences of interac-
tion for correct collaboration of modules. This concept is also known as programming by
contract. A very important principle in a big system with different modules is to guarantee
proper invocation between subsystems. Thus, the interfaces viewpoint most often shows

the communication between modules.

2.4.5 Design Patterns

Design patterns are an essential concept for software engineering. First research enabled
only the detection of structural patterns. Later research included behavioral and creational
patterns too. Static approaches use pattern matching. The design pattern is matched in

a graph representation of the class model or abstract syntax tree. Automatic validation

12
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can then be done by utilizing dynamic execution traces. Pattern matching underlies the
NP hard problem of finding isomorphic subgraphs [1]. Therefore, approximative methods
have been proposed. In approximative methods false positive and the true negative match
exist. These false matches can be caught by interaction with the user. By detecting the
design patterns the reverse engineer gets a quick understanding of the module in which

the design pattern is used.

2.4.6 Conformance

Interesting for, e.g., maintenance purposes is the conformance between the implemented
architecture and the intended architecture. The intended architecture is often called the
hypothetical view. A popular approach for this is the reflexion model by Murphy et
al. [31]. They define the following states between the two models. A convergence is a
match between the hypothesized and concrete model. A divergence is an element which
is contained in the concrete model but not in the hypothesized model. An absence is
an element which is included in the hypothesized model but not in the concrete model.
With the conformance viewpoint the reverse engineer can detect architectural erosion and

violation of the used architectural style.

2.4.7 Feature Location

Many modules contribute to a product feature. Often it is unknown which modules realizes
which feature. To locate the implemented-by relation a global static dependency graph
can be built and the reverse engineer manually searches for the feature in the graph.
Dynamic analysis supports the reverse engineer with an execution trace when the feature
was executed. This trace provides hints to which module or class is associated to the
feature. With the feature viewpoint the reverse engineer can extract the modules that

take part in a feature and then migrate them to a new architecture, for instance.

2.4.8 Use Case

A Use Case can comprise many features. Therefore, the detection of Use Cases relates
to feature location. A static approach proposed by Lucca et al. [29] starts with an input
statement till it finds an output statement. The search creates a method-message graph.
A Use Case equals one path in it. Like in the feature location, the reverse engineer
can extract the modules that take part in a Use Case and then migrate them to a new

architecture, for example.

2.4.9 Configuration

Source code is often configured with preprocessor directives. This can lead to different
components at higher abstraction levels. The configuration viewpoint shows which line

of code is compiled with which directive. Especially, this viewpoint presents the elements
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that change on higher abstraction levels. It can be used to identify the components that

are included in a configuration, for instance.

2.4.10 Object Traces

A trace is a record of the execution of software that shows the sequence of operations
executed. This viewpoint can be reconstructed statically and dynamically. Dynamic
analysis simply records the execution of the program while running. Static approaches try
to find every possible execution path. The object trace viewpoint should be reconstructed,
e.g., if an object is created and passed multiple times to understand the processing of the

object.

2.4.11 Component Interaction

Components are modules that encapsulate a set of related concerns and they can interact
with other components. A component can be, for example, a database. The component
interaction viewpoint shows the concrete interaction with other components. Hence, this
viewpoint shows among other things the dependencies to other components. Prior to the
reconstruction of this viewpoint the components in the system have to be identified. The
interaction with other components can be analyzed by recording the interactions as a trace
in dynamic analysis. Other approaches can detect the interaction with static analysis by
following the call chain. The interaction between a component and another component

can be interesting, for example, for the purpose of replacing a component.

2.4.12 Process Interaction

Process interaction is coupled with the component interaction. However, process interac-
tion is harder to analyze statically because processes can be distributed. Nevertheless, the
interaction between processes can be easier reconstructed dynamically by recording the
communication. This viewpoint can be useful, e.g., when two different processes, which

were located on the same server, shall be run on two different machines.

2.4.13 Object Interaction

The object interaction viewpoint describes the messages that are sent between objects.
This kind of interaction can again be analyzed by static and dynamic analysis. The
dynamic analysis records a dynamic trace of the object interaction but this trace does not
need to be complete. This viewpoint can assist a reverse engineer to understand, e.g., the

dependencies of objects.

2.4.14 Conceptual

The conceptual viewpoint shows how the software functionality is mapped to components

and connectors. The implemented-by relation can be seen with this viewpoint. The con-
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ceptual viewpoint is used to understand how the software system is achieving conformance

with the specification.

2.4.15 Responsibility

Every source code file has at least one programmer as author and therefore this program-
mer is responsible for the file. The responsibility viewpoint contains a relation that maps
from a source code file to a developer. This relation can be reconstructed, e.g., by analyz-
ing the copyright notices like done by Bowman and Holt [3]. With the responsible relation
the expert for the file can be identified.

2.4.16 Build Process

The build process of a huge software system can become very complicated. The build
process viewpoint represents the configuration, data, activities, and strategy of the build
system. The build view was proposed originally by Tu and Godfrey [44]. With this
viewpoint the reverse engineer can understand the build process which becomes necessary

when a component has been refactored and the build process must be adapted, for instance.

2.4.17 Files

Every line of source code is saved in a file. The file viewpoint can be obtained by static
analysis. It represents the physical structure of source code and can be useful, when the

physical structure of the given source code should be refactored.

2.4.18 View Integration/Combination

The combination of two views can be prolific. For example, the static view can be combined
with a dynamic view resulting in more available information that perhaps one of these
views could have leaked. Thus, view integration can enable a better coverage of information

in a view.

2.5 Further Approaches

There are differing approaches to the common phases described in Section 2. Many of
these approaches add a new phase or aspect to the common phases. Symphony, Focus,
and Quality Attribute Driven SAR are examples for these differing approaches. Symphony,
described in Section 2.5.1, focuses on the prior problem elicitation activity in a SAR
process. Focus emphasizes the importance of incorporating architectural styles in SAR
and is illustrated in Section 2.5.2. Quality Attribute Driven SAR utilizes SAR for the

determination of quality requirements. Section 2.5.3 describes this approach.
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2.5.1 Symphony

Symphony [45] is a view-driven approach. The authors claim that most SAR approaches
do not provide information about when to reconstruct a specific view. This gap should be
filled by Symphony. Therefore, Symphony provides two different steps. The reconstruction
design step is the first step and the reconstruction execution step is the second step.
Both steps are used incremental. The reconstruction design step and execution step of

Symphony is illustrated in the following Figure 4 taken from van Deursen et al. [45].

Problem Statement

M, Target Viewpoints | |hiormation
actor in _ Interpretation
Source Viewpoints AA
Problem Mapping Rules
Proplem Statement Concept . Target Viewpoints Knowledge
Elicitation /4. Determination Inference
/;\ AA j Source Viewpoints A
: Library of
Viewpoints Data .
Gathering
A
© Refinement

stakeholders process designer reconstructor

Figure 4: Symphony design step and execution step

Design step

The left part of Figure 4 shows the design step and the right part of Figure 4 illustrates the
execution step. The outcome of the design step is a plan for reconstructing the software
architecture. It consists of problem elicitation and concept determination. The problem
elicitation activity collects all available information about the software architecture and
elaborates the problem statement. For this information gathering, workshops or interviews
with the available stakeholders that created the software are conducted in this activity.
In addition, the relevant high-level documentation is summarized. Then, the concept
determination activity identifies the viewpoints that need to be reconstructed and defines

the mapping rules for the reconstruction that will be made in the execution step.

Execution step

Figure 5, again taken from van Deursen et al. [45], presents the reconstruction execution
step of Symphony. This step consists of data gathering, knowledge inference, and informa-
tion interpretation. These tree activities map basically to the data extraction, abstraction,
and wvisualization phase described in 2.5. Though, in the knowledge inference activity the

abstraction mechanisms base on the rules and viewpoints defined in the design step.
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2.5.2 Focus

Focus is an approach from Medvidovic and Jakobac [30]. Medvidovic and Jakobac claim
that most SAR approaches are heavy-weighted because they want to completely recover the
software architecture. The authors of Focus wanted to provide a light-weight approach
for software architecture recovery that includes the reconstruction of the architectural
style. Their approach is semi-automatic and incremental. Focus has three unique facets.
The first one is the fact that Focus uses a system’s evolution requirements to isolate and
incrementally recover only the components which are effected by the evolution. Therefore,
enabling a focused view onto the system’s parts that shall be changed. Secondly, Focus
reconstructs not only the software components, but recovers the key architectural notions
of software connector and architectural style. The last facet is the ability of Focus to
refactor the system.

Focus conducts two different, interrelated steps. Theses are architectural recovery and
system evolution. The steps are displayed in Figure 6 and 7 and are described in the

remainder of the Section.

Architectural recovery step

The architectural recovery step is shown in Figure 6, which is taken from Medvidovic
and Jakobac [30]. This step has the purpose to recover the actual architecture based
on an idealized architecture in an incremental usage. The activities, described below,
are separated into two categories: logical and physical architecture recovery. The logical
architecture recovery starts with an idealized, high-level model of the software architecture,
which is, for instance, inferred from the prior selected architectural style, and tries to
refine the selected components by integrating more concrete details into the idealized
architecture. The physical architecture recovery starts with the source code and tries to
abstract it to get the actual components of the system. By incrementally applying the
step the architecture becomes more and more consistent with the actual architecture.
The step seen in Figure 6 is composed of six activities, namely Identify components,

Propose idealized architectural model, Map components onto architecture, Identify key Use
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Figure 6: Focus architectural recovery step

Cases, Analyze component interactions, and Generate refined architecture. At first the
Identify components activity gathers data need for the abstraction of components from
the source code. Then the Propose idealized architectural model activity chooses an ide-
alized architecture model. Different hints in the architecture, like GUI-based or Internet
communication, can yield the architectural style and thus the needed idealized architec-
ture model. Afterwards, the Map components onto architecture activity maps the identified
components from the first step onto the idealized architecture. After this activity the key
Use Cases are abstracted from the selected components in the Identify key Use Cases
activity. The following Analyze component interactions activity analyzes the component

interactions. Finally, the refined architecture is generated in Generate refined architecture.

System evolution step

The next step in Focus is the system evolution step shown in Figure 7, which is taken from
Medvidovic and Jakobac [30]. In this step Focus modifies the application to satisfy the new
requirement. The five activities, that are conducted in this step, are Propose idealized arch
evolution, Add / Modify components, Update component interactions, Generate evolved
architecture, and Set the new focus. These activities are all activities in a refactoring
setting, which is out of the scope of the thesis. Therefore, the activities are only described
briefly for completeness and understanding of the Focus approach.

The first activity Propose idealized arch evolution creates a high-level architecture
evolution plan. The Add / Modify components activity then carries out the first step
of the evolution plan in a semi-automatic way by interaction with the reverse engineer.
Then, the next activity Update component interactions checks the component interactions

and updates, if necessary, the interactions. After this activity the changes are integrated
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Figure 7: Focus system evolution step

into the original architecture. This is done in Generate evolved architecture. Finally, the
Set the new focus activity decides whether or not the generated architecture consists of
sufficient details to enable the implementation of the desired change. If the is not the case,

a new iteration of the recovery step with the changed components is triggered.

2.5.3 Quality Attribute Driven SAR

The goal of Quality Attribute Driven Software Architecture Reconstruction (QADSAR)
[39] is to provide information that enables the analysis of quality attributes of software.
The approach is motivated by the fact that business goals incorporate quality attributes.
In this context, Stoermer et al. [39] have developed a tool named ARMIN that is described
in Section 7.1.

QADSAR uses the notions of quality attribute scenarios and architecture tactics.
These are explained in the next paragraph.

Quality attributes are refined into quality attribute scenarios. A quality attribute
scenario is a quality attribute requirement of a system. For instance, a system must provide
an answer in at most 200 ms. That would create a quality attribute scenario in which a
performance requirement is stated. Those scenarios represent the input to a corresponding
quality attribute model like a performance model. An architecture tactic can then be
chosen by the software architect to accomplish this requirement. In the aforementioned
example the architect could choose the tactic reduce computational overhead.

Figure 8 taken from Stoermer et al. [39] shows the different steps in QADSAR. The
first three steps, namely Scope Identification, Source Model Extraction, and Source Model

Abstraction map roughly to the first three common phases described in Section 2.1. The
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Figure 8: QADSAR steps

only difference is the fact that their scope identification includes the identification of the
quality attribute scenario that should be reconstructed and the related architecture tactics.
Step four, namely Element and Property instantiation, describes the process of making
the entities and relations explicitly denoted as architecture elements with particular prop-
erties. The abstraction phase described in Section 2.4 includes this phase. Stoermer et
al. introduce a new step named Quality Attribute Evaluation. In this step the results of
the reconstruction process are evaluated on the basis of the identified quality attribute
scenario, quality attribute model, and the possible architecture tactics. For instance, as-
suming that the scope identification step identified a performance model and the possible
tactics to achieve this requirement and the SAR process is performed. If no tactics can be

identified in the results, the performance is expected to fail the requirement.
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3 Knowledge Discovery Meta-Model

KDM [17] defines different meta-data that play an important role in SAR. KDM maps
information about software assets, their associations, and operational environments into
one common data interchange format. Then, different analysis tools have a common
base for interchanging information. Thereby, the different architecture views, which every
analysis tool extracts, can be kept in one meta-model. For this purpose KDM provides
various levels of abstraction represented by entities and relations. Section 3.1 provides an
overview of the structure and organization of KDM. Afterwards, Section 3.2 presents an

example for a KDM-conform file.

3.1 Structure of KDM

Absiraction Infrastructure

Layer

Conceptual

Resouirce

Layer Elements Layer

Figure 9: The different layers of KDM

KDM consists of four different layers. These four layers are split into several different
packages (see Figure 9 which is based on a Figure from the KDM documentation [17]).
Each package, except the core and kdm package, defines one model. Thus, KDM has nine
models for representing knowledge about the software architecture. The remainder of the

Section describes the different packages of each layer of KDM.

Infrastructure layer

This layer describes the core components of KDM. Every model in other layers inherits

directly or indirectly from these components.
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e Core package: This package describes the basic meta-classes. For example, the basic
classes KDMEntity and KDMRelationship are defined here. Every element of KDM

inherits directly or indirectly from one of the core classes.
e kdm package: The kdm package provides static context shared by all KDM models.

e Source package: This package defines the source model. The source model represents
the physical structure of the existing software system. This structure includes the

directory structure and files of the file system.
Program layer
The program layer defines a language-independent representation of the existing source

code.

e Code package: Elements of programming languages are described in this package,
e.g. classes, data types, methods, and variables. Providing a maximum of language
independence is the intention of this package. Every case in which this is not pos-
sible the source code line is attributed with the dependent programming language

descriptor.

e Action package: The behavior and interactions of the instructions among each other
are covered here. Function calls and variable assignments are examples for the
behavior of a software system.

Resource layer
Higher-level knowledge about the existing software system is represented in this layer.

e Data package: The persistent data aspects of an application are handled in this

package.

e UI package: This packages represents the user-interface aspects of the existing soft-

ware system.

e Event package: In this package a common concept related to event-driven program-

ming is defined.

e Platform package: The artifacts which relate to the runtime platform are handled

here.

Abstraction layer

This layer contains even higher-level abstractions about the existing software system than

the resource layer.

e Conceptual package: This package is used for representing the business logic and

the domain-specific elements.
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e Structure package: The logical organization in subsystems, components, and pack-

ages is covered here.

e Build package: The engineers view of the software system is represented here. With

the build package artifacts and processes in the build process can be described.

. H.l.gl}cl‘-lﬁ'vcl, [ Conceptual W[ Build ] Structure 1 } Abstraction Layer
implicit, experts,
analysts [ ] ] ] 1 }
Data Event ul Platform Resource Layer
Primmtives, Program
explicit, [ Hies ] Action l Elements Layer
automatically
extracted | =M 1
Infrastructure
framework { ‘ kdm 1 Layer
meta-model { | Core l

Figure 10: Structure of KDM

Figure 10, basing on a Figure from the KDM documentation [17], displays the struc-
ture of KDM with emphasize on the possible level of automatism of creating each package
model. At the bottom lie the core and kdm package that every model inherits from. On
a higher level is the source, code, and action package. These packages can be full auto-
matically extracted from the source code. The packages, displayed above them, can only
be partially extracted automatically. For these packages human interaction is required to
fully represent the information about the system. For example, the information concerning
the conceptual package is mainly included in the source code but it is nearly impossible to
extract all of the business logic automatically because it is only included implicit. Thus,

an human has to provide the input.

3.2 Example for a KDM-conform File

int main(int argc, charx argv][]) {

20}

Listing 5: "KDM simple C example”

Listing 5 shows a typical main procedure of a C program with an empty body. The
procedure is stored in the file simple.c.

The source code in Listing 5 is converted to a KDM-conform file. The result is depicted
in Listing 6, which bases on a hello world example by KDM Analytics [2]. At the lines
2 to 6 are the namespace imports. KDM bases on XML Metadata Interchange (XMI).
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3.2 Example for KDM 3 KNOWLEDGE DISCOVERY META-MODEL

Therefore, it includes a version of XMI namespace. In addition, the example uses the code,

kdm, and source package and therefore, these namespaces must be included as well.

-
<?xml version="1.0" encoding="UTF-8”7>

<kdm:Segment xmi:version="2.1"
xmlns:xmi="http://www.omg. org /XMI”
xmlns:code="http://kdm.omg. org/code”
xmlns:kdm="http://kdm.omg. org /kdm”

xmlns:source="http://kdm.omg. org/source”

name="SimpleExample”>

<model xmi:id="id.0” xmi:type="code:CodeModel” name="SimpleExample”>
<codeElement xmi:id="id.1” xmi:type="code:CompilationUnit” name="

simple.c”>

<codeElement xmi:id="1d.2” xmi:type="code:CallableUnit” name="
main” type="id.4” kind="regular”>
<source xmi:id="1d.3” language="C” snippet="int main(int argc,
charx argv([]) {}"/>

<codeElement xmi:id="id.4” xmi:type="code:Signature” name="main

77>
<source xmi:id="id.5” snippet="int main(int argc, char x argv
[1)57/>
<parameterUnit xmi:id="id.6” name="argc” type="id.12"7 pos="1"
/>

<parameterUnit xmi:id="id.7” name="argv” type="id.8” pos="27">

<codeElement xmi:id="id.8” xmi:type="code:ArrayType”>
<itemUnit xmi:id="id.9” type="id.11"/>
</codeElement>
</parameterUnit>
</codeElement>
</codeElement>
</codeElement>

<codeElement xmi:id="id.10” xmi:type="code:LanguageUnit”>
<codeElement xmi:id="id.11” xmi:type="code:StringType” name="char
x7 />
<codeElement xmi:id="id.12” xmi:type="code:IntegerType” name="int
77/>
</codeElement>
</model>
<model xmi:id="id.13” xmi:type="source:InventoryModel” name="
SimpleExample”>
<inventoryElement xmi:id="id.14” xmi:type="source:SourceFile” name=
"simple.c” language="C"/>
</model>
</kdm:Segment>
-

Listing 6: "KDM simple example”
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In line 9 a code model from the code package is begun. After this, the only file simple.c is
opened. The following line defines a callable unit. This unit is the main procedure from
the C example. Then, line 12 defines the original source code of the main procedure. It
attributes the source code as C code. This way special behavior of, for instance, variable
declarations in different programming languages can be modeled. The next lines 13 to 21
define the signature for the main procedure. The types of the parameters are modeled in
lines 24 to 27. Line 29 defines an inventory model from the source package. This model
represents the source files that are included. In the example there is only the simple.c file.

This file is represented in line 30.
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4 Evaluation of different Interchange Formats for

Software Architecture Reconstruction

KDM | GXL | RSF | FAMIX
C1 Bases on XMI | XML | Tuples | CDIF
C2 Completeness + + + i
C3 Evolvability + + T I
C4 Flexibility + + + I
C5 Formality + + + +
C6 Included predefined models + — — +
C7  Scalability + + + +
C8 Several levels of abstraction + + + +
C9 Solution reuse + + — o+
C10 Static and dynamic dependencies + + + +

Legend: +: supported +: minimal —: not at all

Table 1: Evaluation of different interchange formats

Table 1 summarizes the evaluation of the different common interchange formats for SAR.
GXL and RSF are examples from the class of data interchange formats with graph repre-
sentation. FAMIX is another meta-model based approach to evaluate the functionality of
KDM in its own equivalence class.

The legend reads like follows. Supported stands for full feature support. Minimal
stands for an only partially supported feature. Not at all stands for a feature that is not
supported at all.

The evaluation was conducted with KDM in version 1.1 [17], GXL in version 1.1
[24, 48, 49|, RSF in version 5.4.4 (handbook’s version) [19, 46, 50, 51], and FAMIX in
version 2.0 [9, 11, 42].

Section 4.1 defines the different assessment criteria. Then, Section 4.2 to 4.5 describe

the results for the different formats in detail.

4.1 Assessment criteria

St-Denis et al. [37] propose the following assessment criteria for evaluation of interchange
formats. However, some aspects were omitted and added. This has been done to scope the
evaluation for SAR. The omitted criteria are transparency, simplicity, neutrality, popular-
ity, metamodel identity, legibility, and integrity. The added aspects are bases on, included

predefined models, several levels of abstraction, and static and dynamic dependencies.

C1 Bases on The underlying format is an important criterion and affects implicitly to

other criteria like scalability.
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C2 Completeness All necessary components and algorithms should be specified. The
specification must provide explicit and unambiguous guidelines for the user. Hence, the

potential of incompatibility is reduced.

C3 Evolvability New requirements should be easy to implement. Thus, the interchange

format must provide an easy way to adapt new requirements.

C4 Flexibility The interchange format should be so flexible that different models,

tool-specific data, and language systems can be included.

C5 Formality The specification of the format should be formal and well-defined. Re-
sulting in a well understanding and a non conflicting interpretation. Hence, incompatibility

and information corruption is avoided.

C6 Included predefined models For easier interoperability the specification should
include predefined models for the representation of data. If there are no predefined models
included the format fails this criterion. If only one model is included, the format fulfills

the requirement only partially.

C7 Scalability The format should handle small and huge systems. Therefore, the

format must be able to deal with a great amount of information.

C8 Several levels of abstraction The interchange format should provide different
levels of abstraction. On a lower level of abstraction the source model should be contained
and at a higher stage the subsystem structure should be contained, for instance. If only one
level of abstraction is possible, the format fails the requirement. If it is possible to define

several levels of abstraction by extending the format, the criterion is partially fulfilled.

C9 Solution reuse Solution reuse consists of adapting and integrating standards,
tools, and other reusable concepts or mechanisms. The format should reuse these proven
technologies for a reduction of the error probability. The solution reuse criterion does not

include reused solutions which result from the base format.

C10 Static and dynamic dependencies Static and dynamic data should be repre-

sentable in the format.

4.2 Knowledge Discovery Meta-Model

KDM bases on (C1) XMI. XMI is a standard by the Object Management Group (OMG)
which combines the meta-meta-model (MOF) and a textual format, namely XML. For
KDM a documentation with a description, semantics, and special constraints of its el-
ements is available from its website [17]. Hence, KDM fulfills the completeness (C2)
requirement. Generic extensions of the existing models and the possibility of defining new
models make KDM evolvable (C3). New models can be implemented on the basis of the
core and kdm package and tool specific data can be added as annotations, for instance.
Thus, KDM is flezible (C4). The specification defines the semantic and constraints for
the KDM elements. Therefore, KDM fulfills the formality (C5) criterion. There are 9
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predefined models included (C6) in KDM. These models are described in Section 3. XMI
is a verbose format but KDM scales up (C7) that is shown by KADis which can analyze
systems with millions of lines of code. The models included in KDM provide different
levels of abstraction (C8). For example, the code model contains classes and the structure
model can contain the structure of components of the software system. KDM reuses (C9)
ISO norms for primitive types, for instance. The static and dynamic dependencies (C10)

can be expressed, for example, by the code and action package of KDM.

4.3 Graph eXchange Language

GXL bases on (C1) the XML format. XML was chosen by the developers of GXL instead
of XMI to have a less verbose base format. Since GXL is specified comprehensively by a
DTD, it fulfills the completeness (C2) requirement. Graphs can be easily extended and
new requirements can be implemented by changing the semantic schema. In GXL not only
the graph is represented but its underlying schema definition is exchanged as a metaschema
with the graph representation. Hence, GXL provides evolvability (C3). Through changing
the metaschema, tools can provide their own specific data and models. Thus, GXL is
flezible (C4). The DTD for GXL provides a formal (C5) and well-defined specification for
the format. GXL has no included predefined models (C6). The format defines only a graph
representation. However, programs can define their own models with a metaschema but
the specification has none metaschema included. TA, GraX and PROGRES were merged
to create GXL. These formats have been proven in several large software analyses. For
instance, TA was successfully used at analyzing the Linux kernel and GCC C++ compiler.
Therefore, GXL scales up (C7) and can handle large software systems too. Nearly every
abstraction level can be represented as a graph. Only the underlying metaschema changes
at every abstraction level. This metaschema can be manipulated in GXL. Hence, GXL
provides the possibility of several levels of abstractions (C8) but none is included. GXL
evolved from different formats. Therefore, it reuses (C9) these solutions. Static and
dynamic dependencies (C10) can be represented by graphs. Hence, GXL can represent

them by altering the metaschema.

4.4 Rigi Standard Format

RSF bases on (C1) tuples. The tuple rules are described in Section 2.3.3. A specification
and examples for RSF are available from its handbook. Hence, RSF fulfills the complete-
ness (C2) requirement. Like in GXL, graphs can be easily extended and new requirements
can be implemented by changing the underlying semantic schema. Therefore, RSF is flez-
ible (C3). With the tuples in RSF it is possible to construct a graph. Graphs are evolvable
(C4) for new requirements. A formal (C5) definition of RSF is available from the Rigi
wiki [46]. RSF only defines a graph representation and no concrete models. Hence, there
are no included predefined models (C6). Rigi utilizes RSF and has been proven in large
scale systems of around 5 million lines of code. Therefore, RSF scales up (C7). Through
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different graphs with a different underlying metaschema different levels of abstraction (C8)
can be achieved but only one is included. No solution reuse was described in the papers
and no solution reuse was obvious except the underlying base format. Therefore, RSF does
not reuse solutions (C9). Graphs can represent static and dynamic dependencies (C10).
Hence, RSF fulfills this requirement.

4.5 FAMIX Meta-Model

FAMIX bases on (C1) CDIF. CDIF is an industrial standard that was chosen for FAMIX
due to its extensibility and standard plain text encoding. FAMIX is defined by a specifica-
tion with a description for each element. Therefore, it fulfills the complete (C2) criterion.
New requirements to the format can be implemented by inheriting from the abstract classes
defined in FAMIX. Hence, FAMIX is evolvable (C8). Tool specific data and own models
can be included in FAMIX by extending the abstract base classes. Thus, FAMIX is flexible
(C4). FAMIX is formal (C5) and well defined by its specification which describes the ele-
ments, their methods, and their attributes. A predefined model (C6) for the representation
of entities like methods, classes, or packages is contained in FAMIX. However, this is the
only one. Moose uses FAMIX for its data storing and Moose has provided adequate results
in SAR. Hence, FAMIX fulfills the scalability (C7) criterion. Several levels of abstraction
(C8) can be implemented in FAMIX. However, this would require an extension of the
FAMIX model. FAMIX reuses (C9) the common entities of object orientation to define
its abstract model. Static and dynamic dependencies (C10) can be represented in FAMIX.
The creators of FAMIX have focused on the fact that a SAR format needs invocation and

access entities.
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5 Development of KADis

KADis is a new tool, which I developed within the scope of this thesis, to enable SAR
with the usage of KDM. It is implemented as an Eclipse-RCP application. The source
code of KADis and the tool itself can be downloaded from its website [14]. The future
work for further versions of KADis is described in Section 8.2. Section 5.1 and 5.2 present
an overview of the program by listing the features and the design of KADis. The last
Section 5.3 shows the different activities that are performed by KADis in its main feature

accomplishing the SAR process.

5.1 Features

KADis enables the reconstruction of software architectures and uses Source Navigator
NG [36] for the data extraction phase. Source Navigator NG is an open-source project
and thus enables further development and extension of the included parsers. In the first
version KADis only supports Java. However, interfaces for further implementation of other
languages are contained. Basically, classes, packages, and associations are reconstructed
by using the code- and structure package of KDM. The output of the SAR process in
KADis is an XML file in a KDM-conform format (see Section 3.2 for an example).
Appendix D contains the functional specification of KADis. It includes further infor-

mation about the features and other functional details of the program.

5.2 Design

The first version of KADis provides a basis for a powerful SAR tool utilizing the KDM.
Therefore, the main intention of the design is focused onto extensibility and exchangeability
of the created components. Thus, KADis implements the Model-View-Controller (MVC)
architectural pattern, which separates the view, controller, and model from each other.
For future versions it is planed that KADis should act in a self developed framework.
Therefore, the view has to be independent.

For more information about the design of KADis refer to the design specification in

Appendix E.

5.3 Activities in KADis’ SAR process

KADis covers the SAR phases which were defined in Section 2. Figure 11 shows the
different activities that are being performed by KADis in detail. The first activity is
scope identification. This activity is carried out by the user by selecting the files and
folders that the following SAR process should use. After the SAR process is started by
the user, KADis starts the parsing of the passed files and folders in the data extraction
activity with special focus on the information needed by the code and source package of
KDM. KADis uses Source Navigator NG for this task. Then, the results of the parsing
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Figure 11: Activities in KADis” SAR process

are saved into a database in the save into database activity. The developed database
schema is based on the KDM specification. After Source Navigator NG has finished, a
Java Abstract Syntax Tree (AST) is used to verify and complete the results. Then, a code
and source model instance of KDM are created from the database. Subsequently, KADis
abstracts the information gathered in the data extraction activity to create a structure
model instance of KDM. Finally, the program exports the three created model instances
as one KDM-conform XML file.
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6 Evaluation of KADis

This Section evaluates the functionality of KADis. The completeness evaluation is con-
ducted with JPetStore 5.0 and is described in Section 6.1. The following Section 6.2 shows

the performance evaluation of KADis.

6.1 Completeness Evaluation with JPetStore

JPetStore 5.0 [25] is a web store for pets published by iBatis. The program is a wide used
program for evaluation purposes. The generated output for JPetStore can be downloaded
from the KADis website [14].

KDM is a verbose format. A hello world example in KADis consists of 50 lines as
KDM format. Thus, only an evaluation summary in table 2 is shown for JPetStore. The
elements that were detected by KADis were measured by counting the occurrence of the
corresponding KDM elements type with a text tool. The words, which were searched for
each criterion, are contained in each criterion definition. The total number of the elements
present in JPetStore was counted manually and Appendix C shows a detailed table for the
calculation of the total number in the files. Section 6.1.1 defines the assessment criteria

and Section 6.1.2 discusses the results.

Found | Total | Percentage
E1 Directories 41 41 100 %
E2 Files 171 171 100 %
E3 Packages 6 6 100 %
E4 Classes 49 49 100 %
E5 Imports 220 220 100 %
E6 Inheritances 42 42 100 %
E7 Instance Variables 150 150 100 %
E8 Methods 421 421 100 %
E9 Local Variables 273 273 100 %

Table 2: Detected elements by KADis and total elements of JPetStore

6.1.1 Assessment Criteria

KADis’ output contains the three models from the source, code, and structure package.
These models have to be evaluated. The source package defines the inventory model
which represents the physical structure of the source code. Directories and files are mostly
contained in this model. For this purpose, E1 and E2 are chosen. The code model
represents the source code. KADis 1.0 only supports Java and is therefore only applicable
for object-oriented software. E3 to E9 define the main elements of an object-oriented

language. The structure model generated by KADis contains a textual description of the
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package dependencies in the system. For the package diagram, packages (E3) and imports
(E5) have to be correctly detected.

E1 Directories Directories are part of the physical organization of the source code.
KDM represents the directory structure by recursion. The first directory entry defines the
absolute path to the root source folder. The child directory entry defines the name of the
root source folder. The following directories are always child of these and always define
the relative location of the directory container. A directory in a KDM-file is of the type

source:Directory.

E2 Files Files are containers for different data. The type of a file in KDM can be
source:SourceFile, source: ResourceDescription, source:Image, source: EzecutableFile,

source:BinaryFile, or source:Configuration.

E3 Packages Packages are the Java specific representation of a module. Only the pack-

ages that contain source files are counted. In KDM the type of a package is code:Package.

E4 Classes Classes can be normal classes, interfaces, or enumerations here. Inner
classes are counted as a normal class. The corresponding types in KDM are code: ClassUnit,

code:InterfaceUnit, and code: Enumerated Type.

E5 Imports Imports define the usage of other classes and packages. The imports are

only counted once for a file. The type for imports in KDM is code:Imports.

E6 Inheritances An inheritance relation can be of two types, namely extends and

implements. These types are mapped by KDM to code:Extends and code:Implements.

E7 Instance Variables Instance variables are the global variables of a class. In KDM
variables are of the type code:StorableUnit and an instance variable is of the type global

or static.

E8 Methods In this context methods mean constructors and normal method declara-
tions. KDM defines the type code:MethodUnit for methods.

E9 Local Variables Local variables always belong to one method and are counted for
each declaration. Though anonymous variables, for example new Integer, are not counted.

KDM maps local variables to the type code:StorableUnit with the type local.

6.1.2 Discussion

The directory criterion definition already stated that KDM includes the path and name
of the root source folder. These two directories entries were subtracted from the result of
the search for source:Directory in the KDM-file.

The results show that KADis detects the basic elements of Java. Though looking at the
source code reveals different shortcomings which result from using Source Navigator NG.
Source Navigator NG fails to detect inner classes correctly and simply adds two classes
with the main class name. This can result in mismatching modifiers as happened in the

class ProductSqlMapDao which is a public class but is detected as a public static class,
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for instance. Another shortcoming is the detection of package private modifiers. Source
Navigator NG detects this modifier as a private modifier. In future versions of KADis
these shortcomings shall be resolved.

An evaluation with one program is not necessarily generalizable. Though, the evalua-

tion shows that KADis detects a large part of main elements of Java.

6.2 Performance Evaluation

[e0]
N
30 <
o)
rl
25 Y
20 /
3
E /
E
E
£ 15 /
[0
£ /
C
) /
€ ©
10 g -
S
/
s N —
o
62 -
= O b
o.- Q —
3 £ —
< S - —
Sx _H
o
0 100000 200000 300000 400000 500000 600000 700000 800000 900000 1000000

total lines of code

Figure 12: Performance evaluation

In the majority of cases SAR must provide a fast output despite handling a big amount
of data. Therefore, KADis was optimized for generating the output as fast as possible by
tuning the used database schema and the database itself, and by implementing different
threads in the linking ids step, which links the reference from an KDM element to another
KDM element. In addition, optimizations for memory usage were done by using a relational
database without an object-relational mapper to control the data that the RAM has to
hold.

The evaluation was done on an Intel Core 2 Duo E7200 2.53 GHz and 4 GB RAM
and a maximum heap size for the JVM of 1536 MB. The versions of the used programs
are JDK [32] 1.6 Update 18 (the contained src.zip), Vuze [47] 4.3.1.2, JabRef [41] SVN
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revision 3161 of the main program, KADis 1.0 [14] and JPetStore 5.0. Source code written
in other languages than Java was removed before the reconstruction was accomplished.

Figure 12 shows the performance of KADis processing the aforementioned software.
The total lines of code (LOC) on the x-axis were measured by Metrics [34]. LOC shall
only be a hint for the size of the project here. The mean time in minutes were taken
from the displayed time in KADis after the reconstruction has finished. This time is the
difference between the click on the start reconstruction button and after the KDM-file is
written to the hard disk. To calculate the mean time, the SAR process for each program
was conducted 3 times and to guarantee the same conditions KADis was restarted after
each SAR process. The dashed curve defines an estimated mean time. The values behind
the items are the concrete mean time values in minutes for the item.

The curve in Figure 12 lets assume that KADis’ output generation is above linear time
but within square time. An explanation can be found in the underlying algorithms. The
link algorithms in KADis, for instance the former mentioned id linking step, have O(nxm)
time where n stands for the number of elements that have to be linked from and m for
the number of available elements in the KDM instance. These algorithms, which form the

bottleneck here, have to be optimized in future versions by search trees, for example.
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7 Related Tools in Software Architecture Recon-

struction

There are many tools available that perform SAR. Section 7.1 to 7.3 list only a few tools
that were mentioned in other Sections of the thesis. An exception is made for MoDisco,
which is a framework which uses KDM to describe software architectures, and that is

covered in greater detail in Section 7.4.

7.1 Architecture Reconstruction and MINing

Architecture Reconstruction and MINing (ARMIN) [39] is a tool developed by the Software
Engineering Institute and Robert Bosch Corporation. It uses RSF for importing files
and provides configurable modeling and visualization. ARMIN is a successor of the Dali
architecture reconstruction workbench [26] and realizes the QADSAR approach, which is
described in Section 2.5.3.

7.2 Rigi

Rigi [19] is a semi automatic reverse engineering environment, which was developed at
the University of Victoria. It consists of several tools. These are parsers, command-line
utilities, and an interactive graph editor, which is the core of the system and is called
rigiedit. Graph models are stored and retrieved by this tool. It is programmable by using
the scripting language Tcl, which is a library of scripts supplied for performing common

reverse engineering tasks. The data is represented in its own format named RSF.

7.3 Moose

Moose [20] is a language-independent environment for reverse and re-engineering software
systems. The project started at the Software Composition Group in 1997. The tool is
an open source software and utilizes a Smalltalk implementation of FAMIX. Moose offers
a set of different services. The tool includes a common meta-model, visualization, and a
model repository, for instance. Moose was developed in the context of FAMOOS, which
was an European project whose goal was to support the evolution of first generation

object-oriented software towards object-oriented frameworks.

7.4 MoDisco

MoDisco [40] provides a framework to develop model-driven tools in different scenarios
of software modernization. These scenarios are mostly quality assurance, documentation,
improvement, and migration. In the quality assurance scenario it shall be verified whether
an existing system fulfills the quality requirements. The documentation scenario requires

extracting information from a system to support the process of understanding the system.
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The improvement scenario transforms an existing system to integrate, e.g., design patterns.
Finally, the migration scenario transforms an existing system to change, for instance, a
component.

For these purposes MoDisco provides different supporting components. Firstly, MoDisco
offers different meta-models to describe the existing system. Secondly, it includes discover-
ers for the automatic extraction of these models. Finally, the framework includes generic

tools to understand and transform the created models.
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8 Conclusion and Future Work

The remainder of the Section concludes the main aspects of the thesis in Section 8.1 and

defines the future work in Section &8.2.

8.1 Conclusion

Different approaches to SAR were shown in Section 2. These approaches were categorized
into a new categorization, which focuses on the basic phases of SAR and therewith the
understanding of SAR. The common data interchange formats for SAR were compared in
Section 4 to evaluate the suitability of KDM. The result of this evaluation is the fact that
KDM meets all defined requirements and is more formal defined than the existing FAMIX
format, which is widely used in similar contexts. Therefore, enabling better interoperabil-
ity between different tools. KADis, a new tool for SAR, was developed to evaluate the
practicability of KDM. The evaluation in Section 6 has shown that KADis generates the
expected output. Hence, KDM was practically utilized and thus KDM has proven useful
in SAR.

8.2 Future Work

Most of the future work lies in extending KADis. KDM is a huge specification. Therefore,
KADis only implements the core, source, kdm, code, and structure package at this time.
The other packages, namely action, data, event, platform, ui, conceptual, and build package,
have to be integrated to fully support KDM.

SAR processes are mostly iterative and incremental and performed semi-automatically.
Different points come up with this circumstance. Firstly, the user has to interact with
the SAR program. Hence, a graphical domain-specific language, that represents KDM
elements, has to be developed. With this graphical representation the reverse engineer
can make changes to the software system, for instance. Secondly, the reconstructed KDM-
conform files have to be merged at the end of each iteration. Therefore, KADis has to
provide a merge system that allows the user to decide whether or not to adopt the made
changes. Thirdly, an easy scripting language for presenting only special points of interest,
for instance only names which start with add, of the architecture has to be developed
and integrated into KADis. In addition, the GUI can support the process of writing
such queries. Lastly, the computation of an iteration should complete as fast as possible.
Therefore, further threads should be implemented in the data gathering and abstraction
phase to meet this requirement, for instance.

Source Navigator NG has different shortcomings in parsing, since it only supports Java
1.0. I have added elements like enumerations by the usage of a Java AST implementation
from the Eclipse package org.eclipse.jdt.core.dom. Although, some elements are still not
being detected correctly. These elements are inner classes, generics, overloaded methods,

and annotations in methods. In future versions these wrongly parsed elements must be
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detected and then be resolved by, for example, the Java AST. An alternative would be
that the Java AST should be the only parser for Java.

Many huge software systems are written in more than one programming language.
Thus, other programming languages than Java have to be supported in KADis, too. This
raises the problem of interoperability between different languages. Many of the old soft-
ware systems are written in procedural languages, like COBOL. Therefore, an abstraction
mechanism that finds classes has to be implemented in KADis.

For a large system there may be more than one reverse engineer involved in SAR.
Therefore, the project system must be extended to save all relevant data, e.g. source files
and resource files, and to provide the possibility of an easy interchange. In a system with
million lines of code and other resource files, like build scripts, the project file can be very
large. The problem of finding an efficient way to save the data by compression or dummy

files, for instance, must be solved.
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Appendices

A Acronyms

AST
Abstract Syntax Tree

DTD
Document Type Definition

FAMIX
FAMOOS Information Exchange Model

GXL
Graph eXchange Language

KADis
KDM Architecture Discoverer

KDM
Knowledge Discovery Meta-Model

QADSAR

Quality Attribute Driven Software Architecture Reconstruction

RSF
Rigi Standard Format

SAR

Software Architecture Reconstruction

TA
Tuple Attribute Language

UML
Unified Modeling Language

XMI
XML Metadata Interchange
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B Glossary

Software architecture
Architecture is the fundamental organization of a system embodied in its compo-
nents, their relationships to each other, and to the environment, and the principles
guiding its design and evolution. [IEEE Std 1471-2000]

Software artifact
Any piece of software [..] developed and used during software development and
maintenance. Examples are requirements specifications, architecture and design
models, source and executable code (programs), configuration directives, test data,
test scripts, process models, project plans, various documentation etc. [taken from

“Software Engineering mini glossary” [7]]

View
A view is a representation of a whole system from the perspective of a related set
of concerns. [ISO/IEC 42010:2007]

Viewpoint
A viewpoint is an abstraction that yields a specification of the whole system re-
stricted to a particular set of concerns. [IEEE Std 1471-2000]

i



C JPETSTORE ELEMENTS

C JPETSTORE ELEMENTS

C JPetStore elements

File name Pack Cla | Imp | Inh | InstV | Met | LocV
Account.java domain 1 1 1 18 36 0
BeanTest.java domain 1 11 1 1 2 9
Cart.java domain 1 5 1 2 10 11
Cartltem.java domain 1 2 1 4 0
Category.java domain 1 1 1 3 0
DomainFixture.java domain 1 2 0 0 4
Item.java domain 1 2 1 13 27 0
Lineltem.java domain 1 2 1 7 16 0
Order.java domain 1 6 1 27 57 3
Product.java domain 1 1 1 4 9 0
Sequence.java domain 1 1 1 2 6 0
AccountDaoTest.java persistence 1 3 1 1 4 )
BasePersistenceTest.java | persistence 1 2 1 1 1 0
CategoryDaoTest.java persistence 1 1 1 1 2 0
DaoConfig.java persistence 1 8 0 2 3 8
ItemDaoTest.java persistence 1 5 1 4 5 3
OrderDaoTest.java persistence 1 4 1 3 2 5
PersistenceFixture.java persistence 1 6 0 ) 2 3
ProductDaoTest.java persistence 1 1 1 1 3 0
SequenceDaoTest.java persistence 1 1 1 1 1 4
AccountDao.java iface 1 1 0 0 4 0
CategoryDao.java iface 1 2 0 0 2 0
ItemDao.java iface 1 3 0 0 4 0
OrderDao.java iface 1 2 0 0 3 0
ProductDao.java iface 1 2 0 0 3 0
SequenceDao.java iface 1 0 0 0 1 0
AccountSqlMapDao.java sqlmapdao 1 3 2 0 5 1
BaseSqlMapDao.java sqlmapdao 1 2 1 1 1 0
CategorySqlMapDao.java | sqlmapdao 1 4 2 0 3 0
ItemSqglMapDao.java sqlmapdao 1 8 2 0 5 7
OrderSqlMapDao.java sqlmapdao 1 5 2 0 4 3
ProductSqlMapDao.java sqlmapdao 2 7 2 1 6 2
SequenceSqlMapDao.java | sqlmapdao 1 4 2 0 2 2
AbstractBean.java presentation | 1 2 1 5 1 0
AccountBean.java presentation 1 8 1 10 28 3
AccountBeanTest.java presentation | 1 8 1 0 11 38

iii




C JPETSTORE ELEMENTS C JPETSTORE ELEMENTS

CartBean.java presentation 1 7 1 14 8
CartBeanTest.java presentation | 1 7 1 7 21
CatalogBean.java presentation | 1 5 1 12 31 0
CatalogBeanTest.java presentation | 1 8 1 0 8 18
OrderBean.java presentation | 1 9 1 9 22 10
OrderBeanTest.java presentation | 1 12 1 0 14 65
AccountService.java service 1 4 0 1 6
AccountServiceTest.java service 1 5 1 0 8
CatalogService.java service 1 10 0 3 10
CatalogServiceTest.java service 1 10 1 0 8 16
OrderService.java service 1 8 0 4 6 2
OrderServiceTest.java service 1 9 1 0 4 12
Overall 6 | 49 | 220 | 42 | 150 | 421 | 273 |

Table 3: Elements of JPetStore

Legend for table 3

File name: The file name which is unique in JPetStore.

Pack: Pack stands for package declaration. To count the distinct packages the package
declaration name is displayed in the table.

Cla: Classes, interface, and enumerations are counted in this column.

Imp: Imp are all import statements included in the file.

Inh: Inh stands for the inheritances declared by implement and extend statements.
InstV: InstV are the instance variables in the file.

Met: The methods in the file.

LocV: LocV are the local variables in the file. Variable declarations in for statements are

not counted as local variables because they have a special purpose for indexing elements.
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1 PURPOSE

1

Purpose

KDM Architecture Discoverer (KADis) is an Eclipse-RCP application, which enables

the user to reconstruct the architecture of a given program on basis of its source

code.

Section 1.1 to 1.3 outline the features of KADis. For a definition of the

different feature types refer to the glossary.

1.1

1.2

Required features

Enabling software architecture reconstruction from Java source code and other
system artifacts. The reconstructed architecture is saved in a Knowledge Dis-
covery Meta-Model (KDM)-conform format into a file.

Using Source Navigator NG [4] for parsing the given source code.

The Java parser in Source Navigator NG understands Java 1.0 and upwards.
If there are needed symbols that can not be parsed and are essential, they will

be added by extending the Java parser.

Basically classes, packages, and associations will be reconstructed by using
code- and structure package from KDM. For details refer to the KDM specifi-

cation [3].

Project-system: The user can open a new or existing project, which saves the
added folders and files in a list. After program start a new unnamed project

is open.

Folders and files with system artifacts can be added or removed from an in-

ternal list. Items in the list are used for the architecture reconstruction.

While the system is busy with the reconstruction, a progress-bar is shown
with information about the progress and in which phase of reconstruction the

system is currently working.

After the reconstruction has finished the reconstructed architecture is opened
with an XML Editor.

Extension mechanism that lays the foundations for applying different program-

ming languages and further abstraction mechanisms.

Desired features

Different language support (English and German)



1.3 Optional features 1 PURPOSE

1.3 Optional features

e Graphical representation of the reconstructed architecture

A scripting language which enables configuration of the items mapped to KDM

(for instance, filtering of components with special names)

Support for different functional programming languages as input (namely
COBOL, FORTRAN and ANSI C)

Support for different object-oriented programming languages as input (namely
C++)

Adding more supported programming languages as input by writing own parser

for Source Navigator NG.



2 SCOPE

2 Scope

2.1 Application range

KADis can be used for reconstruction of a software architecture from source code.

It is aimed that different object-oriented languages will be supported.

2.2 Target group

The target group mostly consists of software engineers and software reengineers but

every person with knowledge about programming can use this tool.



3 MINIMUM REQUIREMENTS

3 Minimum Requirements

3.1 Software

e Java Runtime Environment (at least version 1.6 update 18)
e Any operating system that supports Java

e Eclipse (version 3.5)

3.2 Hardware

e Personal computer with minimum requirements:

— CPU: at least Pentium 4 with 2 GHz
— RAM: at least 2 GB

— Graphic-card: at least DirectX 9 compatible
— Free HDD space for the resulting KDM-file (min. 500 MB)



4 PRODUCT OVERVIEW

4 Product Overview

Figure 1 gives an overview of User Use Cases and System Use Cases. The User
Use Cases define the possible interaction between the user and KADis. Section
6.1 describes them in detail. The System Use Cases define the interaction between
KADis and external services. For a specific description refer to Section 6.2. All

displayed Use Cases are required features.

KADis

V-1 Manage projects
V-2 Manage data for reconstruction

::: V-3 Set output folder for KDM-File
5-1 Start external parser

User \ -
-

=<include==
V-4 Perform architecture reconstruction =
/ System

e
——
—

T~

==include==
§-2 Get results from external parser
V-5 Filter log messages

Figure 1: Overview of User Use Cases and System Use Cases




5 ACTORS

5 Actors

The following actors interact with KADis. They relate to the Use Cases described

in Section 6.

Actor Description Related Use Cases
V-1 Manage projects
Manages projects, V-2 Manage data for reconstruction
folders and files.

User Starts the architec V-3 Set output folder for KDM-file
ture reconstruction V-4 Perform architecture reconstruction
process.

V-5 Filter log messages
Works with the ex-
ternal parser and S-1 Parse artifacts

System | conducts the archi-

S-2 Get results from external parser
tecture reconstruc-
tion process.




6 PRODUCT FUNCTIONS

6 Product Functions

6.1 User Use Cases

The Use Cases listed below are described in the following:

e V-1 Manage projects

6.1.1 Manage projects

V-5 Filter log messages

V-2 Manage data for reconstruction
V-3 Set output folder for KDM-file

V-4 Perform architecture reconstruction

Use Case number

V-1

Use Case name

Manage projects

Primary actor

User

Other actors

Description The user creates a new project or, opens or saves an
existing project.

Precondition -

Postcondition The created or chosen project is open.

Functionality of Use Case

Steps:

1. The user chooses "New project from the file

menu.

2. The user enters a name for the new project.

Alternatives
to 1) The user chooses "Open project from the file
menu.
to 2) The user chooses "Save project” from the file
menu.
Exception The user did not enter a valid project name.

Used Use Cases




6.1 User Use Cases

6 PRODUCT FUNCTIONS

6.1.2 Manage data for reconstruction

Use Case number

V-2

Use Case name

Manage data for reconstruction

Primary actor

User

Other actors

Description The user manages the data used for reconstruction.
Precondition -
Postcondition The selected data was added to or removed from the

data list.

Functionality of Use Case

Steps:
1. The user clicks on "Add folder*.

2. The user chooses a folder in the opening dia-

logue.

Alternatives

to 1) The user clicks on "Add file“.

to 1) The user clicks on "Remove*.

Exception

Used Use Cases




6.1 User Use Cases

6 PRODUCT FUNCTIONS

6.1.3 Set output folder for KDM-file

Use Case number V-3
Use Case name Set output folder for KDM-file
Primary actor User

Other actors

Description The user sets the output folder in which the created
KDM-file will be saved.

Precondition -

Postcondition The output path is set to a valid location.

Functionality of Use Case

Steps:

1. The user clicks on "Change” beneath the dis-
played output folder.

2. The user chooses a folder in the opening dia-

logue.

Alternatives

Exception

Used Use Cases




6.1 User Use Cases

6 PRODUCT FUNCTIONS

6.1.4 Perform architecture reconstruction

Use Case number

V-4

Use Case name

Start architecture reconstruction

Primary actor User

Other actors System

Description The user performs the software architecture recon-
struction process and the system executes the recon-
struction.

Precondition -

Postcondition A new KDM-file is stored in the output folder. The

name of the file is the project name and a timestamp
of the start time of the reconstruction process. The
created KDM-file was opened in a XML Editor.

Functionality of Use Case

Steps:
1. The user clicks on ”Start reconstruction®.
2. The system starts the external parser (6.2.1)

3. The system processes the results from the ex-

ternal parser (6.2.2)

Alternatives

Exception

No data was selected for reconstruction.

Used Use Cases

S-1 and S-2 (see Section 6.2.1 and 6.2.2)

10




6.1 User Use Cases

6 PRODUCT FUNCTIONS

6.1.5 Filter log messages

Use Case number

V-5

Use Case name

Filter log messages

Primary actor

User

Other actors

Description The user filters different types of log messages.
Precondition The check-box with the desired filter is unchecked.
Postcondition The log window displays only the filtered messages.

Functionality of Use Case

Steps:

1. The user clicks on the checkbox "Errors®.

Alternatives
1. to 1) The user clicks on the checkbox "Warn-
ings®.
2. to 1) The user clicks on the checkbox "Normal“.
Exception -

Used Use Cases

11



6.2 System Use Cases

6 PRODUCT FUNCTIONS

6.2 System Use Cases

The following Use Cases are described in the subsequent Sections 6.2.1 and 6.2.2:

e S-1 Parse artifacts

e S-2 Get results from external parser

6.2.1 Parse artifacts

Use Case number

S-1

Use Case name

Parse artifacts

Primary actor

System

Other actors

Description The system parses the artifacts.
Precondition -
Postcondition The parser ran and a result file is available.

Functionality of Use Case

Steps:

1. The system starts parsing the artifacts.

Alternatives

Exception

The parser was not found.

Used Use Cases

12




6.2 System Use Cases

6 PRODUCT FUNCTIONS

6.2.2 Get results from external parser

Use Case number

S-2

Use Case name

Get results from external parser

Primary actor

System

Other actors

Description The results from parsing step are fetched from a result
file.

Precondition The parser ran and a result file is available.

Postcondition The results of the parser are loaded in the system.

Functionality of Use Case

Steps:

1. The system opens the result file and reads it.

Alternatives

Exception

Result file could not be read.

Used Use Cases

13



7 PRODUCT DATA

7 Product Data

The following Section declares all data and data structures that KADis saves and

uses:

7.1 Projects

Different projects for different reconstructions can be defined. The data saved for

every project is:
e Name
e Folders and files as paths that were added
e Output folder for the created KDM-file

e The path to the last reconstructed KDM-file (if there is one)

7.2 KDM-files

The reconstructed architecture is stored in a file. For the specific data, which is
stored, refer to KDM specification [3]. The output includes an inventory model, a

code model, and a structure model from KDM.

14



8 PRODUCT PERFORMANCE

8 Product Performance

Scoping: By adding own folders and files the user can determine which data will
be used for architecture reconstruction. In this way the user has control over
the artifacts to focus on. For instance, only one subsystem can be selected and

reconstructed to focus on this special subsystem.

Abstraction: In a system with multi million lines of source code it is not adequate
to view every single class. Instead of this, the classes must be clustered to
components, for instance. The different views of the architecture must be
reconstructed. Abstraction mechanisms make this possible. The software will
make basic abstraction (namely by simple clustering) of the system artifacts.

Other abstraction mechanisms can be implemented through an interface.

15



9 GRAPHICAL USER INTERFACE

9 Graphical User Interface

This Section provides an overview and first impression of the Graphical User Inter-
face of KADis. The sketched Graphical User Interface is only a prototype for showing

the functionality and constitutes a coarse overview of the final user interface.

9.1 Main window

o N
| £ Basic Application Example E@ﬂ

File Info

QOuput folder: | C:\ProgrammyKDMFiles

Selected folders and files for reconstruction:

C:\Progam\Edipse \Workspace'Hellovorld [ Add folder ]

C:\Progam'\Edlipse \Workspace\ComplexProject\Bank. java

( Add file |

[ Remove ]

Start reconstruction

Log:

Filter:  [|Normal [~|Warnings [|Errors

Status: Progress: | J

Figure 2: Main window

Figure 2 shows the main window. The button "Change” changes the output
folder (Use Case: V-3 Set output folder for KDM-file). The buttons "Add folder*,
”Add files* and "Remove” realize the adding and removing of folders and files used
for reconstruction (Use Case: V-2 Manage data for reconstruction). The "Start
reconstruction button starts the reconstruction process (Use Case: V-4 Perform
architecture reconstruction). The log window displays normal text in black, warnings
in a dark blue and errors in a dark red color. The filter options under the log window
filter the log messages (Use Case: V-5 Filter log messages). Status at the bottom
shows statuses like "Reconstruction started” or in which phase the reconstruction
process currently is. The progress-bar at the lower right shows the overall progress

of reconstruction process.

16



9.2 Dialogues 9 GRAPHICAL USER INTERFACE

9.2 Dialogues

Info

Mew project y
‘KDMFile
Open project
tion:
Exit Strg+Q

e

Figure 3: File menu

File [Info|

About...
Oup —\grar

Figure 4: Info menu

1. The file menu contains the items shown in Figure 3. The first two items,
namely "New project“ and "Open project”, realize the project-system as de-
scribed in the Use Case V-1 Manage projects. The "Exit* item closes the

application.

2. The info menu consists of the items shown in Figure 4. The "About® item

opens a new window with details about KADis (e.g., version and author).

9.3 Layout

To enable an intuitive user interaction with the program, the layout will be guided
by programming-guidelines for designing an user interface for desktop applications

like [2].

9.4 Eclipse integration

Eclipse integration will be made to enable users a familiar handling with the pro-
gram. The program will be implemented as an Eclipse-RCP application. The de-

tailed integration is still under examination.

17



10 SOFTWARE SYSTEM’S ATTRIBUTES

10 Software System’s Attributes

very important

important

less important

unimportant

robustness

X

reliability

maintainability

extensibility

X
X
X

user friendliness

efficiency

portability

compatibility

B RS

Table 1: Software system’s attributes
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11 TEST CASES

11 Test Cases

The following scenarios will be tested to verify system functionality:

11.1 Hello World program

A simple "Hello World program* will be created in Java with two classes and an asso-
ciation between them. They will be located in a package called hello WorldPackage.
The information has to be present in the created KDM-file.

11.2 More complex test program

A more complex test program will be created in Java. This program will consist of
two classes in one package called firstPackage and two classes in another package
called secondPackage. The classes will call each other. The information must be
contained in the created KDM-file either.

11.3 JPetStore

JPetStore [1] will be used to test the program. All of the static information in
JPetStore must be contained in the created KDM-file.

19



12 DEVELOPMENT ENVIRONMENT

12 Development Environment

12.1 Software

e Platform:

— Java

— Subversion
e Tools:

— Eclipse
— Adobe Acrobat Reader

- BTRX
— Visual Paradigm
— NetBeans with UML plugin

e Operating system:

— Windows 7

12.2 Hardware

e One personal computer that meets the minimum requirements listed in Sec-

tion 3 with Internet access.

20
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A ACRONYMS

Appendices

A Acronyms

KADis
KDM Architecture Discoverer

KDM
Knowledge Discovery Meta-Model



B GLOSSARY

B Glossary

Desired feature

The implementation of this feature is not critical but should be implemented.

Optional feature

The feature will be implemented only if there is enough time.

Required feature

A feature that is critical and has to be implemented.

System artifact

System artifacts are things like source code, build files, configuration files etc.

System Use Cases

Use Cases that have the system as their primary actor.

User Use Cases

Use Cases that have the user as their primary actor.
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1 INTRODUCTION

1 Introduction

This document represents a documentation of the design of KDM Architecture Dis-
coverer (KADis). It is written particularly for people who want to develop KADis
further. For this purpose the understanding of the underlying design is essential.
There already exists a functional specification [3], which describes the fundamental
functions of the application. Furthermore, the different Use Cases are defined in the
functional specification, which give a more precisely overview of the planed program

features.

1.1 References

To enable an easy development and an open project format Eclipse is used as IDE.
Eclipse [1] is a free platform, which has native Java support. Furthermore, the
application is designed and implemented as an Eclipse RCP application.

KADis is developed with Java 1.6. Thus, it is assumed that the reader is familiar
with Java. Java is a free programming language which was developed by Sun Mi-
crosystems. More information about Java and Sun Microsystems can be obtained
from the official website [7].

For modeling the system the Unified Modelling Language (UML) plug-in for
NetBeans is used. This plug-in for the free IDE NetBeans is specialized for the
creation of UML diagrams. NetBeans plug-ins and further information can be found
on the NetBeans website [5].

The design utilizes some design patterns that are described by Gamma et al [4].

For data collection the tool Source Navigator NG is used. More information
about this tool is available on its website [8].

To compensate the shortcomings of Source Navigator NG KADis features a Java

AST implementation from the Eclipse project [2].

1.2 Overview

Section 2 gives a short, abstract overview of the structure of the system. In Section 3
the description of the packages follows. Section 4 displays the classes and Section 5

describes the dynamic behavior of the system on the basis of its Use Cases.



2 SYSTEM OVERVIEW

2 System Overview

2.1 Packages

KADis implements the MVC pattern. Therefore, KADis consists of three packages,
namely a view, a model and a controller package (Figure 1). In the view package
all graphical components are contained. The controller package covers the logical

aspects and tasks. All data of KADis is held in the model package and when this

data has changed, the view is informed by it.
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2.2 Components

Figure 2 sketches the components of KADis. The MVC components described in

Section 2.1 can be found here again.
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View Model

<<component>=> g <<gomponants > g

Eclipse RCP Repository
C{ IModel
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<<components=
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\(— |AbstractionManager
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<<gomponent>> {l
<<component>> Abstraction Manager
Parser Manager
/)O\ |Abstraction
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Source Navigator NG Java AST Package Abstractor
Q ICache
<<gomponents > gl
Cache

Figure 2: Components of KADis
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3 Packages

This Section describes the different packages of KADis.

3.1 View

The view package realizes the graphical user interface.

3.1.1 EclipseRCP
This package realizes the displaying of a user interface in an Eclipse RCP application.

3.1.1.1 MenuHandler

All menu handlers are contained in this package. A menu handler is called by a click

on an item in the menu bar of KADis.

3.1.1.2 Preferences

This package holds the preferences dialog and constants for it.

3.1.1.3 XMLEditor

In this package the XML editor is contained. The XML editor is created with a
template example of Eclipse RCP applications.

3.2 Model

The model holds all data in KADis.

3.2.1 ObserverInterfaces

The observer interfaces for the view are contained in this package.

3.2.2 Repository

The repository package contains the different representations of the final output of

the Software Architecture Reconstruction (SAR) process.

3.3 Controller

The controller handles all requests from the view.
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3.3.1 Abstraction

This package contains the elements involved in the abstraction phase of the SAR
process.

3.3.2 Cache

The CacheOOPFacade is hold in this package. It realizes a common database for
all SAR phases.

3.3.2.1 Cache Model

The cache model package contains the models generated from the different tables in

the common database.

3.3.2.2 Cache Types

The cache type package contains the types that are shared by the different models
in the common database.
3.3.3 Parser

The parser package holds all parsers that are used in KADis. These are at this time
Source Navigator NG and Java AST.

3.3.3.1 Parser Helper

This package contains helper classes for common parser jobs.

3.3.3.2 SourceNav

The sourcenav package holds all classes that get and convert results from Source
Navigator NG.

3.3.3.3 SourceNav Handler

The different table handlers for Source Navigator NG are contained here.

3.3.3.4 SourceNav Models

The different models for Source Navigator NG are held by this package.

3.3.4 SARManager

The SAR manager handles the correct sequence of the different phases in the SAR

process.
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3.3.5 Tools

Different tools, for instance for accessing the local file system, are contained in this

package.
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4

Classes

This Section lists the classes of KADis. The class diagrams of each package can be

found in appendix B.

4.1

View (Section B.1)

EclipseRCPGUIFacade: Realizes the IGUIFacade interface to enable an
Eclipse RCP Application GUI.

IGUIFacade: Defines the required methods of the GUI for KADis.

4.1.1 EclipseRCP (Section B.1.1)

Activator: The activator class controls the plug-in life cycle and is automat-

ically created for an Eclipse RCP application.

ApplicationActionBarAdvisor: An action bar advisor is responsible for
creating, adding, and disposing of the actions and is automatically created for

an Eclipse RCP application.

ApplicationWorkbench Advisor: The workbench advisor handles settings
for the created workbench and is automatically created for an Eclipse RCP

application.

ApplicationWorkbenchWindowAdvisor: The workbench window advisor
handles settings for the main window in the workbench and is automatically

created for an Eclipse RCP application.

ChangeOutputPanel: This panel is for displaying the change output related

components.
LogPanel: The log panel shows the log and the check boxes used for filtering.

MainView: The main view brings all other visible components together and

creates the menu bar.

ManageDataPanel: The manage data panel handles the displayed data used
for SAR and has a button for starting the SAR process.

Perspective: The default perspective is created because KADis has only one.

StatusBar: The bottom bar that shows the current status and the overall

progress.
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View (Section B.1) 4 CLASSES

4.1.1.1 MenuHandler (Section B.1.1.1)

AboutHandler: The about handler opens the about dialog.

DeleteProjectHandler: The delete project handler opens the delete project
dialog.

ExitHandler: This handler closes the application.

LoadProjectHandler: Creates an open dialog and loads the selected dialog.
NewProjectHandler: The new project handler creates a new project wizard.
NewProjectWizard: The wizard that enables the creation of a new project.
NewProjectWizardPage: The concrete page of the new project wizard.
SaveProject AsHandler: Opens a save as dialog.

SaveProjectHandler: Saves the open project at its current location.

XMLEditorHandler: Opens the XML editor.

4.1.1.2 Preferences (Section B.1.1.2)

kadisPreferencePage: The concrete preference page of KADis.
PreferenceConstants: Constants used for identifying the selected items.

Preferencelnitializer: Creates the preference page.

4.1.1.3 XMLEditor (Section B.1.1.3)

ColorManager: Automatically created from an Eclipse template for display-
ing an XML editor.

IXMLColorConstants: Automatically created from an Eclipse template for
displaying an XML editor.

MyXMLEditorInput: The input provider for the XML editor is defined

here.

NonRuleBasedDamagerRepairer: Automatically created from an Eclipse

template for displaying an XML editor.

TagRule: Automatically created from an Eclipse template for displaying an
XML editor.



4.2  Model (Section B.2) 4 CLASSES

4.2

XMLConfiguration: Automatically created from an Eclipse template for
displaying an XML editor.

XMLDocumentProvider: Automatically created from an Eclipse template

for displaying an XML editor.

XMLDoubleClickStrategy: Automatically created from an Eclipse tem-
plate for displaying an XML editor.

XMLEditor: Automatically created from an Eclipse template for displaying
an XML editor.

XMLPartitionScanner: Automatically created from an Eclipse template

for displaying an XML editor.

XMLScanner: Automatically created from an Eclipse template for displaying
an XML editor.

XMLTagScanner: Automatically created from an Eclipse template for dis-
playing an XML editor.

XMLWhitespaceDetector: Automatically created from an FEclipse tem-

plate for displaying an XML editor.

Model (Section B.2)

EGUILanguage: Enumeration for the different languages of the GUI.

ELogMessageType: The different types of log messages are defined in this

enumeration.

LogMessage: The log message class which enables sending log messages to

the view.
ModelFacade: Facade that provides all external services of the model.
Project: The project class for managing data associated with a project.

SaveSettings: Realizes settings that are saved and loaded when KADis shuts

down or starts.
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4.2.1 ObserverInterfaces (Section B.2.1)

IChangeOutputObserver: The observer interface for recognizing that the
output path has changed.

IDataHasChanged: The observer interface for recognizing that the data
used for SAR has changed.

ILogMessageObserver: The observer interface for receiving log messages.
IProgressObserver: The observer interface for the progress bar.

IProjectHasChangedObserver: The observer interface for the title of the

window which contains the project name.

IReconstructionEndedObserver: The observer interface for the enabling

and disabling of the start reconstruction button.

IStatusObserver: The observer interface for receiving status messages.

4.2.2 Repository (Section B.2.2)

4.3

IRepository: The interface for repositories

KDMClasses: A repository implementation by direct mapping to KDM

Classes.

Controller (Section B.3)

ControllerFacade: Provides all needed methods for the view.

4.3.1 Abstraction (Figure B.3.1)

AbstractionManager: Manages the abstraction process.
IAbstraction: Interface for different abstraction mechanisms

IAbstractionManagerObs: The observer interface for the abstraction man-

ager.

PackageAbstractor: Implements the [Abstraction interface and provides

basic package abstraction.

4.3.2 Cache (Section B.3.2)

CacheOOPFacade: Provides a common database for all phases of the SAR

process.

10
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4.3.2.1 CacheModel (Section B.3.2.1)

ClassModel: A model for a class entity

FileModel: A model for a file entity

ImportModel: A model for an import entity
InheritanceModel: A model for an inheritance entity
MethodModel: A model for a method entity
PackageModel: A model for a package entity

VariableModel: A model for a variable entity

4.3.2.2 CacheTypes (Section B.3.2.2)

EAccess: Enumeration for the different kinds of access to a variable (read,

write,...)

EAttribute: Enumeration for the modifier of classes/methods/variables (pub-

lic, private,...)
ELanguage: Enumeration for the concrete programming language (java, c,...)

EType: Enumeration for the type of the entity if it is dynamically associated
(class, method,...)

Position: Position defines the start and end position of a declaration.

TypeHelper: Converts from the string representation to a enumeration and

vice versa.

4.3.3 Parser (Section B.3.3)

IParser: Interface for different external parsers
IParserManagerObs: Observer interface for the parser manager.
JavaAST: Provides a Java abstract syntax tree.

KDMCodeModelCreator: Creates the Knowledge Discovery Meta-Model
(KDM) [6] code model.

KDMlInventoryModelCreator: Creates the KDM inventory model.
ParserManager: Manages the parser phase.

SourceNavigator: Implements the [Parser interface and provides the possi-

bility to use source navigator as external parser.

11
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4.3.3.1 Parser Helper (Section B.3.3.1)

ExternalCommandExecuter: Executes external programs.

IExternalProgrammFinishedObserver: Observer interface which is called

when an external program has finished

InputStreamGobbler: Defines a stream thread for getting the results from

an external program.

IResultObserver: Observer interface for receiving the results from the input

stream of an external program.

4.3.3.2 SourceNav (Section B.3.3.2)

SNMainTableManager: Creates and executes the Source Navigator query

script for each Source Navigator table.

SNResultTupleParser: Converts the result of the query to a string array

representation.

4.3.3.3 SourceNav Handler (Section B.3.3.3)

ClassHandler: Handles the result of the classes table query.
IncludesHandler: Handles the result of the includes table query.
InheritanceHandler: Handles the result of the inheritances table query.

InstanceVariablesHandler: Handles the result of the instance variables ta-

ble query.
LocalVariablesHandler: Handles the result of the local variables table query.

MethodDefintionsHandler: Handles the result of the method definitions
table query.

MethodImplementationsHandler: Handles the result of the method im-

plementations table query.

ProjectFilesHandler: Handles the result of the project files table query.
ReferredByHandler: Handles the result of the referred-by table query.
RefersToHandler: Handles the result of the refers-to table query.

SymbolsOfFilesHandler: Handles the result of the symbols-of-files table
query.

12
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4.3.3.4 SourceNav Models (Section B.3.3.4)

- ReferredByModel: A model that contains all referred-by relations. It should

be saved into the common database in further versions.

- RefersToModel: A model that contains all refers-to relations. It should be

saved into the common database in further versions.

4.3.4 SARManager (Section B.3.4)

- SARManager: Manages in which sequence the phases are executed in the

SAR process.

4.3.5 Tools (Section B.3.5)

- Filesystem: Implements the IFilesystem interface and provides the possibility

to save and load data from local hard disk.
- IDGenerator: A generator for unique IDs.
- JDBCLogic: Provides the communication to a database.

- LanguageStrings: The different strings for the currently selected language
are fetched from this class. For instance, “Rekonstruktion” for reconstruction

if German is the selected language.
- PreferredMapper: Enables correct mapping of XML namespaces.

- XML: A class for marshalling and unmarshalling XML files.

13



5 DYNAMIC DIAGRAMS

5 Realization of Use Cases: Dynamic Diagrams

The following Sections 5.1 to 5.5 describe the dynamic of the software on the basis

of the Use Cases defined in the functional specification.

5.1 V-1 Manage projects

| : Contl'ollerFacade| | : ModeIFacade|

- MewProjectHandler

newProjectiname, path)
u newProject(name path)

Projectiname,path)

|
|
| setlpenProjectinew)
|
|

Figure 3: Create a new project
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5.2 V-2 Manage data for reconstruction

| :ManageDataF‘anel| | :CDntrnIIEl'Facade| | :Filesystem‘ ‘ :MndelFacade|
| |

|

| | |
Ij addFolder(folder) | | |
ﬂIeExists(ntder}_E_ | |

|

|

|

|

addFiIeOanIder(fnlder)

etOpenProject)

"é _)‘
addFileQrFolderifolder)

|

|
|
|
|
| T
| |
| |
| |
| |
| |
| |
| |

|
|
|
| _openProject
|
|
|
|

Figure 4: Add a folder to the data that is used for reconstruction
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5.3 V-3 Set output folder for KDM-file

| :ChangeOutputF‘anel‘ ‘ :CDntl'DIIerFacade| ‘ :FilesystemH :MUdeIFacade‘

cé}angeOutputFoIder(fnldername

setOutputFUIder(fDJdername)

etOpenProject()

= "setOutputPath(fnldei'name)

i J

|
|
|
|
|
| _npenF’rnject |
|
|
|
I

Figure 5: Change output folder
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5 DYNAMIC DIAGRAMS

5.4 V-4 Perform architecture reconstruction

| :ManageDataPane\| ‘ :ContrmlelFacade| | :SARManagel” :CacheOOFFacade|

statReconstruction()

statReconstructipn)

startg) |

finishegParser)

: SourceMavigator

tartHandler( and writeintoDatabaseq)

J( 5| cJavaAsT

arseAST() and writeintoDatabase(
finished)

><_ _—}————

: AbstractionManager
. PackageAbstractor

createPackageDiagram()

finished()

finishedAbstraction()

|
|

Figure 6: Perform architecture reconstruction
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5.5 V-5 Filter log messages

cLogPanel

filterMessages()

f

Figure 7: Filter log messages
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5.6 S-1 Parse artifacts

‘ :SuurceNavigatnr|

|executeCnmmand{snauigatur.exe)
I:g ‘“"Jl : ExternalCommandExecuter

‘“"Jl :InputStreamGnhbler|

||:|'eate listener forinput and error stl'elam

M

|
|
|
J<

|

|

|

. |
finished() D
X

Figure 8: Start external parser
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5.7 S-2 Get results from external parser

| :SourceNavigatnr| ‘ :SNMainTableManager|

I-l‘ﬁ initQ | executeCommand(hyper.exe)
|
|
|
|
|
|
|
|
|
|
I
1

\T “Jl cBExternalCommandExecuter

reate listener for input and error stream

. InputStreamGother|

|
|
|
| fetch |'94ults from input
|
|
|

results

| ;

Figure 9: Get results from external parser
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Appendices

A Acronyms

DSL

Domain-specific Language

KADis
KDM Architecture Discoverer

KDM
Knowledge Discovery Meta-Model

SAR

Software Architecture Reconstruction

UML
Unified Modelling Language
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B Class Diagrams

For the specific meaning of attributes and methods refer to the JavaDoc in the source
code of KADis [3].

B.1 View class diagram

ElEclipseRCPGUIFacade

Attributes .- Singleton Pattern
public String incomingXMLString J_.f”
public String incomingXMLFilenameString -

Operations
private EclipseRCPGUIFacade( ) -~ Facade Pattern
public EclipseRCPGUIFacade getinstance( ) ,x’r‘

Operations Redefined From IGUIFacade
public vaoid createGUI[ )

public vaid openxMLView( String xml, String xmiFilename )

Y
<<interface==
to IGUIFacade

Attributes

COperations
public void createGUI{ )
public void openXMLView( String xmil, String xmiFilename )

Figure 10: View class diagram
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View class diagram

B.1

B.1.1 EclipseRCP class diagram
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B CLASS DIAGRAMS

View class diagram

B.1

B.1.1.1 MenuHandler class diagram
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B.1

View class diagram

B CLASS DIAGRAMS

B.1.1.2 Preferences class diagram

El Preferencelnitializer

Attributes

Operations
public void initializeDefaultPreferences( )

El PreferenceConstants

Attributes

public String P_CHOICE = "languagePreferance”

Operations

£ kadisPreferencePage

Attributes

Operations
public kadisPreferencePage( )
public void createFieldEditors( )
public void init{ Warkbench workhench )
public boolean performTlk( )

Figure 13: Preferences class diagram



B CLASS DIAGRAMS

View class diagram

B.1

B.1.1.3 XMLEditor class diagram
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B.2  Model class diagram B CLASS DIAGRAMS

B.2 Model class diagram

EIModelFacade ElLogMessage
Attributes Attributes
private double applicationersion= 1.0 private String message ="
Operations Operations
private ModelFacade( ) public LogMessage( String message, ELogMessageType type )
public ModelFacade getinstancef ) public String getMessage( )
private lLogMessageCOhserver getlogMessageChsemver( ) public void setMessage( String msg )
public void setLogM geObsener( ILogh geObsenver val ) public ELogMessageType getType( )
private IProgressObserver getProgressObserver( ) public void setType( ELogMessageType type )
public void setProgressObserver( IProgressObsarver val )
private |StatusObsenver getStatusObserver( ) type 1
public void setStatusObserver( IStatusObsearver val )
public void setChangaOutputObserver( IChangeOutputObserver changeOutputChbserver ) - =IELogMessageType
public IChangeCutputObserver getChangeCOutputObserver( ) s Literals
public void setDataHasChangedObserver( IDataHasChangedObserver dataHasChangedObsemver ) Singleton NORMAL
public IDataHasChangedObsenver getDataHasChangedObserver( ) WARNMING
public void setProjectHasChangedObserver( IProjectHasChangedObserver projectHasChangedOhserver ) ERROR

public IProjectHasChangedOhbsemver getProjectHasChangedObserver( )
public void setReconstructionEndedOhsenver( IReconstructionEnded reconstructionEndedObserver )

public IReconstructionEnded getReconstructionEndedObsenver( ) ElProject
public SavedSettings getSavedSettings( ) Attribites
public void setSavedSettings( SavedSettings val ) private String name
public Project getOpenProject( ) private String fullPathincIName
public void setOpenProject( Projact targetProject ) private String outputPath
public EGUILanguage getLanguage( ) private String filesAndFolders[0.."]
public void setlLanguage{ EGUILanguage lang ) package boolean anlylntermal = false
public void setCOutputFolder( String folder ) private String lastCreatedKDMFile
public void newStatus( String status ) private boolean hasChanged = false
public void newProgress( int percent ) private long serialVersionUID = 1L
public void newLogNormal( String message ) Operations
public void newLogWarming( String message ) public Project{ String name, String path )
public void newLogError( String message ) openProject | public String getName( )
public double getApplicationVersion( ) public void setMName( String val )
public void newProject( String projectMame, String path ) public String getFullPathinciName( )
public void createDefaultProject( ) public void setFullPathinciName( String pathAndName )
public void addFileOrFolder( String name ) public String getCutputPath( )
public void removeFileCrFolder( String displaysdMame ) public void setOutputPath( String path )
public String getTempPath( ) public String[0..*] getFilesAndFalders( )
public void setFilesAndFolders( String list[0..*] )
SaVEﬂSEﬁinﬂS/ public String getLastCreatedKDMFile{ )
I savedSettings public void setLastCreatedKDMFile String val )
- public void setHasChanged( boolean changed )
Attributes
private String openProjectFulliilename public void addFileOrFolder( String name )
private String tempDir = Filesystem. getinstance(). getRuntimeF older() + File. separator + "temp" (i e et Al Peog g iy eeliis )

private long serialVersionUlD = 1L

= EGUILanguage

Cperations

|
public SavedSettings( ) Ok—j_ﬂﬂ?; Literals
public String getOpenProjectFullfilename ) GERMAN
public void setCpenProjectFullfilename( String openProjectFullfilename ) ENGLISH

public EGUILanguage getlLanguage( )

public void setlLanguage{ EGUILanguage lang )
public void setTempDir( String tempDir )

public String getTempDir( )

Figure 15: Model class diagram
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B CLASS DIAGRAMS

B.2  Model class diagram

B.2.1 ObserverInterfaces class diagram
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Figure 16: ObserverInterfaces class diagram

viil



B.2  Model class diagram

B.2.2 Repository class diagram

EIKDMClasses

Aftributes

Operations

public KDMClasses( String segmentMame )

Operations Redefined From IRepository
public InventoryModel getinventaryModel{ )
public CodeMadel getCodeMadel| )
public StructureModel getStructureModel( )
public ObjectFactary getCodeModelFactary( )
publlic OhjectFactory getinventoryModelFactory( )
public ObjectFactary getStructureModelFactory( )
public ObjectFactary getkDMModelFactory( )
putllic Segment getSegment( )
public String convertTaxMLStringl )

¥
<<jnterfaces:
e IRepository
Attributes

Operations
public InventoryModel getfnventoryModel( )
public CodeModel getCodellodel{ )
public StructureModel getStructureModell )
public ObjectFactory getCodelModelFactory( )
public ObjectFactory getinventoryModelFactory( )
public ObjectFactory getStructureModelFactory( )
public ObjectFactory getkDMModelFactory( )
public String convertToXMLSting( )
public Segment getSegment( )

Figure 17: Repository class diagram
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B.3  Controller class diagram B CLASS DIAGRAMS

B.3 Controller class diagram

= controllerFacade Singleton Pattern
#
Attributes r
private ControllerFacade instance ’

Operations i
private ControllerFacade( ) ;s
public ControllerFacade getinstance( ) N
public void startApplication( ) Facade Pattern
public void exitApplication] ) ;
public void changeQOutputFolder( String folder ) ;
public void addFalder( String folder ) i
public void addFile{ String filename ) 4
public void removeFileCrFolder( String displayedMame ) |-
public void startReconstruction{ )
public void stopReconstruction{ )
public void newProject( String projectMame, String path )
public void openProject( String filename )
public void saveProject( String filename )
public void deleteProject{ String filename )

Figure 18: Controller class diagram



B.3  Controller class diagram B CLASS DIAGRAMS

B.3.1 Abstraction class diagram

ElAbstractionManager
Altributes

Operations
public AbstractionManager( IRepository repo, Project project )
,| public vaid statAbstractors( )
# | private void processWaitingQueue( )
- public void run( )

4 Operations Redefined From IAbstractordanagerObs
public void abstractioninstanceFinished( )

Al " 0.*
- waitingAbstractors
<<interface>=

[© IAbstractorManagerObs <<interface>>
Attributes to 1Abstraction
Operations G iaes

S public void abstraction/nstanceFinished( ) Cperations
hs ) public void startAbstraction( )
. finishedObs
N
- 7
~ L
~ T
~ ,
ElPackageAbstractor
Attributes

Cperations
public PackageAbstractor( IRepositary repo, |1AbstractorManagerObs finishedChs )
private void abstractStructureModel( )
private void addTolmportList( String importMame, String importList[0..*] )
private String getMameFromld( String id )
private String seekOnlyClassesMame( String id, AbstractCodeElement elements[0..*], String packageMame )
private boolean containedinList{ String itemMName, String importList[0..*])

Cperations Redefined From IAbstraction
public void startAbstraction( )

Figure 19: Abstraction class diagram
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B.3  Controller class diagram B CLASS DIAGRAMS

B.3.2 Cache class diagram

Elcache0OPFacade
Attributes

private PreparedStatement prepFile

private PreparedStatement prepPack

private PreparedStatement prepClass

private PreparedStatement preplmport

private PreparedStatement prepinheritance

private PreparedStatement prepMathod

private PreparedStatement prepWariable

private PreparedStatement prepLanguageUpdate
private PreparedStatement prepPackagelnClassUpdate
private PreparedStatement prepClassCommentAnnoUpdate -
private PreparedStatement prepMethodCommentAnnoUpdate
private PreparedStatement prepWariableUpdate

private PreparedStatement prepWariableFuncAndTypeUpdate
private PreparedStatement prepFileSeekinGetClass

private PreparedStatement prepGetClass

private PreparedStatement prepGetMethodByName

private PreparedStatement prepGetVariableByClass

private PreparedStatement prepGetVariableByMethod

private PreparedStatement prepFileSeek

private PreparedStatement prepPackageSeck

private PreparedStatement prepGetimportByClass

private PreparedStatement prepGetLocalVariableByClass
private PreparedStatement prepGetiethodByClassld

private PreparedStatement prepGetFileByld

private PreparedStatement prepGetClassByld

private PreparedStatement prepGetinheritanceByClassld
private PreparedStatement prepGetPackageByld

private PreparedStatement prepGetClassByName

private PreparedStatement prepDeleteVariahle

singleton

Operations
private CacheCOOPFacade( )

public CacheQOPFacade getinstance( )

public void start{ )

public void close( )

public void reset( )

public void delsteOnlyData( )

public void delste( )

public void create( )

public void commit( )

public void prepareFilelnsert( )

public void preparePackagelnsert( )

public void prepareClassinsert( )

public void preparelmportinsert( )

public void preparelnheritancelnsert( )

public void prepareMethodinsert( )

public void prepareVariablelnsert( )

public void prepareLanguageUpdate( )

public void preparePackageinClassUpdate( )
public void prepareClassCommentAnnoUpdate( )
public void prepareMethodCommentAnnoUpdate( )
public void prepareVariableUpdate( )

public void prepareVariableFuncAndTypeUpdate( )
public void prepareGetPackageByName( )
public void prepareGetClass{ )

public void prepareGetMethodByMName( )

public void prepareGetimportByClass( )

public void prepareGetVariableByClass( )

public void prepareGetLocalVariableByClass( )
public void prepareGetVariableByMethod( }
public void prepareGetMethodByClassld( )
public void prepareGetFileByld( )

public void prepareGetClassByld( )

public void prepareGetinheritanceByClassld( )
public void prepareGetPackageByld( )

public void prepareGetClassByMName( )

public void prepareDeleteVariable( )

public void prepareGetFileByName( )

Figure 20: Cache class diagram part 1
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B.3  Controller class diagram B CLASS DIAGRAMS

public void endFilelnsert( )

public void endPackinsert( )

public void endClassinsert{ )

public void endimportinsert{ )

public void endinheritancelnsert( )

public void endMethodinsert{ )

public void endVariablelnsert{ )

public void endLanguageUpdate( )

public void endPackagelnClassUpdate( )

public void endClassCommentAnnoUpdate( )

public void endMethodCommentAnnolpdate( )

public void endVariableUpdate( )

public void endGetPackageByMName( )

public void endVariableFuncAndTypeUpdate( )

public void endGetClass( )

public void endGetMethodByName( )

public void endGetVariableByClass( )

public void endGetLocalVariableByClass( )

public void endGetVariableByMethod( )

public void endGetlmportByClass( )

public void endGetMethodByClassld( )

public void endGetFileByld( )

public void endGetClassByld( )

public void endGetinheritanceByClassld( )

public void endGetPackageByld( )

public void endGetClassByName( )

public void endGetFileByMame( )

public void endDeleteVariable( )

public void insertintoFileTable( String filename )

public void insertintoPackageTable( String name, boolean namespace, boolean packs
public void insertintoClassTable( String filename, String packageMName, String name,
public void insertIntolmportTable( String filename, String includedMame, String attribut
public void insertintolnheritanceTable( String filename, String classMame, String base
public void insertintoMethodTable( String filename, String fatherClassName, String na
public void insertintoVariableTable( String filename, String fatherMethodMame, String
public void updateLanaguagelnClassTable( String filename, String language )

public void updatePackagelnClassTable(int id, String fully QualifiedMName )

public void updateClassCommentAnna( int id, String comment, String annotation )
public void updateMethodCommentAnno(int id, String comment, String annotation )
public void updateVariableTypeCommentAnno(int id, String type, String comment, St
public void updateVariableFuncAndType( int id, String funcname, String type, String fi
public FileModel[0..*] getFileModel{ String filename )

public FileMaodel[0..*] getFileMaodelByld( int id )

private PackageModel[0..*] getPackageModelByMame( String packageMame )

public PackageModel[0..*] getPackageModelByld(int id )

public ClassModel[0..*] getClassModelByld( int id )

public ClassMadel[D..*] getClassModelByMName( String name )

public ClassModel[0..*] getClassModel{ String filename )

public ImportModel[0..*] getimportModelByClassID( int classld )

public InheritanceMadel[0..*] getinheritanceModelByld( int id )

public InheritanceMadel[0..*] getinheritanceModelByClassld( int classld )

public MethodMaodel[0..*] getMethodModelByClassID( int classld )

public MethodModel[0..*] getMethodModelByMName( String name )

public VariableModel[0..*] getVariableModelByClassID( int classld )

public VariableModel[0..*] getlLocalVariableModelByClassID{ int classld )

public VariableModel[0..*] getVariableModelByMethod|D( int methodld )

public FileModel[0..*] getAllFileModels( )

public ClassModel[0..*] getAllClassModels( )

private PackageModel[0..*] createPackageModel( ResultSat res )

private FileMaodel[0..*] createFileModel{ ResultSet res )

Figure 21: Cache class diagram part 2
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B.3  Controller class diagram

B.3.2.1 CacheModel class diagram
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B CLASS DIAGRAMS

B.3  Controller class diagram

B.3.2.2 CacheTypes class diagram

ElPosition
Attributes

ElTypeHelper
Aftributes

private int start_line
private int start_column
private int end_line
private int end_calumn

private int attribut_private = 1
private int attribut_protected =2
private int attribut_public = 4
private int attribut_static =8

private int attribut_abstract = 16
private int attribut_final = 32

private int attribut_native = 64

private int attribut_synchronized = 128
private int attribut_volatile = 256

private int attribut_transient = 512
private int attribut_interface = 1024

private int attribut_constructor = 16384

private int attribut_snum = 65536
private int attribut_initializer = 131072

Operations
public boolean containsAttribute( EAttribute attris[0..*], EAttribute toSee
private int _convertHexToDezHelper( char hex, int pos )
private int _convertHexStrToDez( String hexStr )
private EAttribute getAttributeFromValue( int value )
private boolean getAttributeHelperHelper( int rest, int valueToTry J

Operations

public Position( String positionString )
public Position( String positionStart, String positionEnd )

public Position( int start_line, int start_column, int end_line, int end_co
private int[0..*] parsePosition( String stringToParse )

private void convertPositionString( String str )
public String convertPositionints( )
public int getStart_line( )

public void setStart_line( int startLine )
public int getStart_column( )

public void setStart_column{ int statColumn )
public int getEnd_line( )

public void setEnd_line( int endLine )
public int getEnd_column( )

public void setEnd_column( int endColumn )

public EAttribute[0..*] getAttributes( String attribute ) EIELanguage EAttribute EEType
ublic ELanguage getlanguage( String languageDesc I terals I terals | terals
public EType getType( String typeDesc ) JBVA PUBLIC IMPORT
p_ubl!c EA.ccess getAcces.s String acc.essDesc. cPP PRIVATE CLASS
public String getStringAttributes( EAttribute attris[0 *])
public String getStringType( EType type ) c PROTECTED METHOD_DEFINITION
public String_getStringlanguage( ELanguage lang ) NOT_DEFINED ABSTRACT METHOD_IMPLEMENTATION
public String getStringAccess( EAccess access ) OTHERS STATIC NOT_DEFINED
PHP FINAL INSTANCE_VARIABLE
INTERFACE LOCAL_VARIABLE
NOT_DEFINED EXCEPTION
EElEAccess CONSTRUCTOR INHERITANCE
Literals DESTRUCTOR VARIABLE
NOT_DEFINED | | SYNCHRONIZED FUNCTION
READ INITIALIZER MACRO
WRITE TRANSIENT
PARAMETER VOLATILE
NATIVE
ENUM

Figure 23: CacheTypes class diagram
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B.3  Controller class diagram

B CLASS DIAGRAMS

B.3.3.1 Parser Helper class diagram

g ExternalCommandExecuter

Attributes

public ExternalCommandExecuter( )
public void executeCommand( String commands[0..*], IResultObserver outputObserver, [ExternalPrograr
public void executeCommandWithEnv( String commands[0..*], String envira )

public Process executeCommandWithEnvAndProcess( String commands[0..*], String enviro )

Cperations

ElInputstreamGobbler

private InputStream is

Attributes

public void run{ )

Operations

public InputStreamGobhbler( InputStream is, IResultObserver resObs, Process proc, IExternalProgramFinished Observer finishedObserver )

I'ESODS/

ﬂniShEdObSEl\l’N

<<interface>>

<<interfaces>

|-(,- IResultObserver I'U IExternalProgramFinishedObserver
Attributes Attributes
Operations Operations

public void resultsReady( String results[0.."] )

public void programHasFinished( )

Figure 25: Parser Helper class diagram
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B.3  Controller class diagram

B CLASS DIAGRAMS

B.3.3.2 SourceNav class diagram

ElTableModel

public String ext

Attributes
waitingQueu

Operations

public TableModel( String ext, IResultObserver obs ) (0.

£l SNResultTupleParser

Attributes

public String[0..*] parseResult( String textToParse )

Operations

public String deleteOuterChars( String res )

public String getFilename( String firstkey[0..*]. int startindex )

[ElsNMainTableManager

Attributes
private String ReferredByExt = "hy"
private String ClassesExt = "cl"
private String ProjectFilesExt = "f"
private String SymbolsExt = "fi
private String InheritancesExt = "in"
private String IncludesExt = "iu"
private String InstanceVariablesExt = "i
private String LocalVariablesExt = "'
private String MethodDefinitionsExt = "md"
private String MethodimpelementationsExt = "mi"
private String RefersToExt = "to"
private String putsAllCommand = "puts [join [$db_functions seq] Wn]nin"
private String endCommand = "puts n\n"
private String dbPath
private String hyper
private String tempPath

Operations
public SNMainTableManager( )
public void init{ String hyper, String tempPath, String DBPath, Project proj, IParser finishedObserver )
private void callHyper( String tableExt, IResultCbserver resObs )
private String createBTreeCommand( String ext )
private String getSNTableMame( String ext )

Operations Redefined From |ExternalProgramFinishedObsenver
public void programHasFinished( )

Figure 26: SourceNav class diagram
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B CLASS DIAGRAMS

B.3  Controller class diagram

B.3.3.3 SourceNav Handler class diagram

( [,"nlsunsau Bulis JApeadsynsal ploa anand
1aAIBSqOYNSaY | WoiH paulapay suonelado

( [ 0lsunsaJ Bus JApeadsynsal ploa ajand
Janlasqoynsay | Wol paulspay suonelado

‘nlsynsal Buns Jajgeay| asied pioa ajeaud
- 0ISH S J3|qelay L pt !
{ Jirmaud  proa aygnd

([ )sigpowolsiaediel [Loollepowolsiaey angnd
sitoieiadn

~plsynsal b ajqeayasied pioa ajead
L 0lsY ms Ja|qelsyl p! !
( Jiraund  pioa aygnd

{ Nepomkgaizb [, olizponigpauaiey angnd
sionedadn

( [, olsyns=u Bulns JApeagsynsas pioa angnd
13AIBSgOYNSaY | Wioi Paulspay SuoheIadg

( [ Dlsynsa) Buuys Je|qe sy ssied ploa sjeaud
suopead0

saqLRY

sapqupy

saqupy

18|pueHolsI1a)ed [

18|pueHAgpaliajeN 5

18|pueHsadueIBYU| =

( [ 0lsunsas Buls JApeaysynsal ploa ajand
13AIBSQOYNSaY) Wold paulapay sucieladn

( ["nlsunsau Bulas JApeaxdsynsal ploa anand
J13AIRSQOYNEaY | WOl paulapay SUcHEISaD

( [ nlsunsaJ Buls JApeaxdsynsal ploa anand
JaAIBSqOUNEaY | Wol paulspay suonelado

( [."nlsynsau Buis JApeaysynsal ploa anand
J3AISRqOYNSaY | W0 paulapay SUoHBISdD

([, Dlsynsas Buwis Jejqe sy asied pioa sleaud
suonelado

( [, Dlsynsal Bus Jajqerayasied ploa sieaud
stloieiad

( [ olsynsal Bums Je|qelsylasied ploa ajensd
suonesado

( [ Dlsynsa) Buis Je|qeaylssied ploa sjeaud
suopead0

SENgLEY

SRy

SaMgUEY

senguRy

J8|pueHsuonRiuagpowIBIN =

J3|pueHsapnPUIE

I3|pueHsa|qelleARdURISUI ]

I3|puUeHsa|qelIepled0T

( [ 0lsunsas Bus JApeaysynsal ploa aand
J1aAlasqoynsay| Woi- paulapay suoReladn

( [,"nlsunsau Bulis JApeadsynsal ploa anand
1aAIBSqOYNSaY | WoiH paulapay suonelado

( [ nlsunsa. Bus JApeadsynsal ploa ajand
Janlasqoynsay | ol paulspay suonelado

( [,"nlsynsau Buis JApeadsynsal ploa ajand
JaAlesgoynsay| WouH paulspay suoneladn

([, olsynsal Bumys Jajgeay asied pioa ajeand
suonel2do

([, '0lsynsal Bug Jajgeay asied pion ajeand
LT E ]

([, olsynsai Bumg Jaiqeayasied pioa apeaud
sionesd0

([, olsynsau Buuyg Jajqeay asied pioa ajeaud
SHONBISTD

SNgLUY

SRNGLRY

SagLYY

SaqLnY

J3pueHsuoneuswdwipoaN =

12|pueHsaid3e=lold =

43|pueHs3Ii0sI0quis =

13|pueHssE|D 5

iagram

SourceNav Handler class d

Figure 27

XI1X



B.3  Controller class diagram B CLASS DIAGRAMS

B.3.3.4 SourceNav Models class diagram

ElRefersToModel E|ReferredByModel
Abtributes Attributes
private String classSymbaol private String refClass
privats String name private String reflame
private String refClassSymbol private String callerClass
private String reflame private String callerName
private int linenumber private int linenumber
private String filename private String filename

private String parameterTypes(0.."] private String callerArgumentTypes[0..*]

private String refParameterTypes[0..*] private String refArgumentTypes{0..*]

Cperations

Cperations
public String getString( ) public String getString( )
public String getClassSymbol( ) public String getRefClass( )
public void setClassSymbol( String classSymbol ) public void setRefClass( String refClass )
public String getMName( ) public String getRefMame( )
public void sethame( String name ) public void setRefMame( String refame )
public EType getType( ) public EType getRefType( )
public void setType(EType type ) public void setRefType( EType refType )
public String getRefClassSymbal( ) public String getCallerClass( )
public void setRefClassSymbol( String refClassSymbol ) public void setCallerClass{ String callerClass )
public String getRefName( ) public String getCallerMame( )
public void setRefName( String refName ) public void setCallerName( String callerhame )
public EType getRefType( ) public EType getCallerType( )
public void setRefType( EType refType ) public void setCallerType( EType callerType )
public EAccess getAccess( ) public EAccess getAccess( )
public void setAccess( EAccess access ) public void setAccess EAccess access )
public void setlinenumber( int linenumber ) public int getLinenumber( )
public int getLinenumber( ) public void setLinenumber( int linenumber )
public String getFilename( ) public String getFilename( )
public void setFilename( String filename ) public void setFilename( String filename )
public String[0.."] getParameterTypes( ) public String[0..*] getCallerArgumentTypes( )
public void setParameterTypes( String parameterTypes([0.."] ) public void setCallerArgumentTypes( String callerArgumentTypes[0..*] )
public void setRefParameterTypes( String refParameterTypes[0..*] ) public String[0..*] getRefArgumentTypes( )

public String[0..*] getRefParameterTypes( ) public void setReffrgumentTypes( String refArgumentTypes[0.*])

public String test( ) public String test( )

Figure 28: SourceNav Models class diagram
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B.3  Controller class diagram B CLASS DIAGRAMS

B.3.4 SAR Manager class diagram

EIsARManager
Attributes

private int PARSER_START =0
private int PARSER_EMD = 390
private int PARSER_STEPS = 14
public int ABSTRACTION_START = 390
public int ABSTRACTION_END = 100
private int ABSTRACTION_STEPS =2 P
private int parser_process_current = PARSER_START “
private int abstraction_process_current = ABSTRACTION_START /.
private boaolean running = false .
private String reconstructionMame
private long startTime

Singleton

Operations
private SARManager( )
public SARManager getinstance( )
public void startSARProcess( IRepository repo, Project project )
public void parserFinished( )
public void abstractionFinished( )
private String getTakenTimeString( long time )
public void stopReconstruction( )
public void newParserProcessStatus( )
public void newAbstractionProcessStatus( )

Figure 29: SAR Manager class diagram
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B.3  Controller class diagram B CLASS DIAGRAMS

B.3.5 Tools class diagram

EJDBCLogic EiFil =] ings
Aftributes Attributes Attributes
private String user = "KADis" rivate Logger logger = Logger getlogger(Filesystem. class. getName| private ResourceBundle languageData
private String pass = "myKADisPW" Operations Cperations
private String dbUrl = "jdbe:derby:KADIsDB;" private Filesystem( ) private LanguageStrings( )
private Conngction conn = null public Filesystem getinstance public Lange getlnstance( )
piivate Statement stmt = null public File loadFile( String filename ) public String getString{ String key )
public boolean isClosed public File[0..*] loadFiles( String fullpath, String extension ) 7
Operations public void saveSettings{ SavedSettings data ) ’,"
public JDBCLogic( ) public SavedSettings loadSettings( ) ! =lIDGenerator
public void createConnection{ ) public void saveProject( Project data, String filename ) /
public void closeConnection{ ) public Project loadProject( String filename ) /' private long c’;ﬁ::?;‘!e:s 4
public void setAutocommit( boolean val ) public void saveRepository( String XMLData, String path, String filename ) /
public void commit( ) public String loadRepository( String filzname ) ; Operations
public ResultSet query( String SQL ) public void saveTxtFile( String data, String fullfilename ) / /’ private IDGenarator( )
public boolean execute( String SQL ) pulilic String loadTxtFile( String fullfilename ) . i nublic IDGenerator getlnstance( )
public int update( String SQL ) public boolean filsExists( String filename ) T Singlston i public String generatelD( )
public PreparedStatement prepareStmt( String sql ) public void deleteFile( String fullFilename ) public void reset( )
public void setUser( String user ) public String  getRuntimeF alder( ) <<
public String getUser( ) public void mkDir{ String path ) \“\
public void setPass( String pass ) public String[0..*] listFilesRekursivly( String fulifilename ) “\
public String getPass( ) private void listFilesRekursilyHelper( File path, String fileList[0..*] ) “\
public void deleteDir( String fullfilename ) “\
private void deleteDirHelper( File path ) e
ElDerbyThread public String getOnlyPath( String fullilename ) Exm
Atiributes public String getParentPath( String fullflename ) Attributes
Operations public String getOnlyFilename( String fullfilename ) private Marshaller m
public vaid run( ) public String getOnlyFileExt( String fullfilename ) private Unmarshaller u
private void copyDirectory( File sourceLocation, File targetLocation ) private JAXBCantext je
public void copyDir( String source, String dest ) private Validator validator
public boolean isDirectory( String filename ) rivate Logger logger = Logger. getlogger(XML.class. getMamel
public String seekltFileRecursiviy( String str, String dir) Operations
private XML( )
public XML _getinstance
EiPreferredMapper public void loadSchema( String filename )
Attribates public boolzan validate( String xmlString )
private String raotNamespace public String generate( JAXBElement<> element )
public Object extract({ String xmiString )
Operations

public XMLGregorianCalendar today( )

public PreferredMapper( String rootMamespace )
public String getPreferredPrefix( String namespaceUri, String suggestion, boolean requirePrefix )
public String[0.*] getPreDeclaredNamespacelris( )

Figure 30: Tools class diagram
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F ATTACHMENTS F ATTACHMENTS

F Attachments

- One DVD labeled Bachelorthesis attachment - Florian Fittkau containing the source
code for KADis, created documents in pdf-format, used external test applications,

and generated KDM outputs for the used test applications
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