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[1] The consequences of different quasi-biennial oscillation (QBO) nudging widths on
stratospheric dynamics and chemistry are analyzed by comparing two model simulations
with the National Center for Atmospheric Research’s Whole Atmosphere Community
Climate Model (WACCM) where the width of the QBO is varied between 22° and 8.5°
north and south. The sensitivity to the nudging width is strongest in Northern Hemisphere
(NH) winter where the Holton-Tan effect in the polar stratosphere, i.e., stronger zonal
mean winds during QBO west phases, is enhanced for the wider compared to the narrower
nudging case. The differences between QBO west and east conditions for the two model
experiments can be explained with differences in wave propagation, wave-mean flow
interaction, and the residual circulation. In the wider nudging case, a divergence anomaly
in the midlatitude upper stratosphere/lower mesosphere occurs together with an
equatorward anomaly of the residual circulation. This seems to result in a strengthening
of the meridional temperature gradient and hence a significant strengthening of the polar
night jet (PNJ). In the narrower nudging case, these circulation changes are weaker and
not statistically significant, consistent with a weaker and less significant impact on the
PNJ. Chemical tracers like ozone, water vapor, and methane react accordingly. From a
comparison of westerly minus easterly phase composite differences in the model to
reanalysis and satellite data, we conclude that the standard WACCM configuration
(QBO22) generates more realistic QBO effects in stratospheric dynamics and chemistry
during NH winter. Our study also confirms the importance of the secondary mean
meridional circulation associated with the QBO for the Holton-Tan effect.

Citation: Hansen, F., K. Matthes, and L. J. Gray (2013), Sensitivity of stratospheric dynamics and chemistry to QBO nudging
width in the chemistry-climate model WACCM, J. Geophys. Res. Atmos., 118, 10,464-10,474, doi:10.1002/jgrd.50812.

1. Introduction

[2] The quasi-biennial oscillation (QBO) is the domi-
nant mode of variability in the equatorial lower to upper
stratosphere [Baldwin et al., 2001]. It appears as downward
propagating easterly and westerly wind regimes that alter-
nate with a variable period around 28 months. The amplitude
of the QBO is asymmetric in the westerly and easterly
phases with around 20 m/s in maximum for QBO west and
-30 m/s for QBO east and approximately symmetric and
Gaussian about the equator with a half width of approxi-
mately 12° [Baldwin et al., 2001; Pascoe et al., 2005]. A
secondary QBO circulation is induced in order to maintain
thermal wind balance. This produces a wind anomaly in the
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subtropics of opposite sign to that at the equator [Plumb and
Bell, 1982; Gray, 2010].

[3] Influenced by this secondary circulation, the QBO is
clearly evident in the distribution of chemical constituents
and trace gasses like water vapor, methane, CO, or N,O in
the tropical stratosphere. The structure of the QBO in these
trace gasses is approximately symmetric about the equator
but with a larger subtropical anomaly in the Northern Hemi-
sphere [Dunkerton, 2001; Schoeberl et al., 2008].

[4] The interannual variability of ozone is also domi-
nated by the QBO. The respective roles of the ozone QBO
in different heights have been investigated in several anal-
yses of satellite and ground-based measurements of the
ozone column [e.g., Randel and Wu, 1996; Choi et al.,
1998] and model studies [e.g., Gray, 2000; Butchart et al.,
2003; Steinbrecht et al., 2006; Tian et al., 2006; Punge
and Giorgetta, 2008]. In particular, recent fully coupled
chemistry models confirm the existence of a transition
between the direct dynamic control of ozone below approx-
imately 28 km and the indirect chemical control above that
height. The QBO influences ozone in both of these regions
[Chipperfield et al., 1994].

[5] Although the QBO is defined in the tropics, it does
not only influence the dynamics along the equator but also
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in the extratropics and especially in the polar stratosphere.
On average, the polar stratospheric vortex is colder and less
disturbed in QBO west winters, while winters during QBO
east phase tend to be warmer and more disturbed [Holton
and Tan, 1980, 1982]. Holton and Tan proposed a mech-
anism to explain this equator-to-pole connection in winter.
The so-called “Holton-Tan” mechanism involves planetary
waves that can propagate into the tropical lower stratosphere
during the westerly phase of the QBO since the zero wind
line in the lower stratosphere, which acts as a critical surface
for stationary planetary wave propagation, is positioned in
the summer hemisphere. In contrast, during the QBO east-
erly phase, the planctary waves are guided further poleward
because the zero wind line is positioned in the subtropics
of the winter hemisphere and they can therefore disrupt the
vortex more effectively.

[6] However, Naoe and Shibata [2010] and Garfinkel et
al. [2012] have recently questioned the importance of this
mechanism. In their studies they found no direct evidence
for the Holton-Tan mechanism and suggested that the effect
of the secondary QBO circulation may be more important
for the polar QBO signal than the effect of the zero wind
line. It introduces a barrier for planetary wave propaga-
tion in the middle to upper stratosphere during the easterly
phase, resulting in enhanced planetary wave convergence
in the polar region and therefore a more disturbed polar
vortex. More recently, Watson, P. A. G. and L. J. Gray
[How does the quasi-biennial oscillation affect the strato-
spheric polar vortex?, submitted to Journal of Atmospheric
Sciences, 2013] noted that the typical response of the polar
vortex to any sort of anomalous forcing is annular mode-like,
and this makes it difficult to determine cause and effect. In
reality, it is likely that the position of the zero wind line and
also the secondary meridional circulation will both influence
planetary wave propagation, but it is not clear which is the
dominant mechanism. We try to address this question with
this study.

[7] Simulating the QBO is a well-known shortcoming
and one of the major challenges in modeling the middle
atmosphere [e.g., SPARC CCMVal, 2010 report]. A growing
number of climate models are able to successfully generate a
spontaneous QBO [Scaife et al., 2000; Giorgetta et al., 2002;
Shibata and Deushi, 2005; Kulyamin et al., 2009; Kawatani
et al.,2010; Anstey et al., 2010; Xue et al., 2012]. However,
there are still many general circulation models (GCMs) and
chemistry-climate models (CCMs) that are not able to gener-
ate a spontaneous QBO. General reasons for this deficiency
can be found in insufficient spatial resolution or problems
in realistically simulating small-scale processes like tropi-
cal convection [Scaife et al., 2000; Giorgetta et al., 2002;
Shibata and Deushi, 2005].

[8] In order to achieve a QBO in their simulations,
models without a spontaneously generated QBO employ a
“nudging” technique to relax the modeled zonal wind along
the equator toward observations. However, it is not clear
over what latitudinal range the nudging should be applied
in order to achieve the optimum representation of the QBO
impact on circulation and on tracer distributions, both of
which are important factors for a good representation of
stratospheric climate and chemistry. In the SPARC CCMVal
[2010] report, the QBO nudging width ranged between
7° north and south in the ECHAM/MESSY Atmospheric

Chemistry (EMAC) model to between 22° north and south
in the National Center for Atmospheric Research’s (NCAR)
Whole Atmosphere Community Climate Model (WACCM)
and even 23° north and south in the Universita degli Studi
L’Aquila model. A large spread was also found between
the models’ representation of the QBO influence on both
ozone and polar variability. For example, the EMAC model
with a very narrow QBO nudging width reproduced best
the tropical ozone variability, while WACCM, which nudged
over a much wider latitudinal range, performed compara-
tively poorly in this aspect (compare with SPARC CCMVal
[2010], Figure 8.14) but performed better in polar regions,
especially in simulating the Northern Hemisphere (NH) win-
ter jet strength [SPARC CCMVal, 2010, Figure 4.3] and
frequency of Stratospheric Sudden Warmings. Because the
different models differed not only in their nudging widths
but in many other respects, it was not possible to obtain
a clear understanding of whether these differences in per-
formance of the models were directly related to the chosen
width of the nudging employed.

[o] The goal of this study is therefore to investigate the
impact of different QBO nudging widths on the represen-
tation of QBO temperature and circulation anomalies and
their impact on trace gas distributions. The studies described
above have shown that the QBO affects the stratosphere
in multiple ways, through its direct control of dynamical
variability in the tropics, its indirect effect on the high-
latitude variability, and its influence on the distribution of
ozone and other radiatively active trace gasses. It is there-
fore an important requirement for climate models to be able
to represent its impact accurately. With our analysis, we also
address the question of the mechanisms behind the polar
QBO influence.

[10] Hurwitz et al. [2011] analyzed the sensitivity of
the midwinter Arctic stratosphere to the variability of the
QBO width with a simplified chemistry-climate model
(version 4.5.1 of the UK Met Office Unified Model). They
found that a wider QBO acts like a preferential shift toward
the easterly phase of the QBO, i.e., a weaker NH polar
vortex. In this study we extend their analysis using a
fully coupled chemistry-climate model (WACCM) and place
special emphasis on the representation of the Holton-Tan
mechanism in the NH polar stratosphere.

[11] The outline of this paper is as follows: Section 2
describes the model, the QBO relaxation procedure, and
the simulations. Section 3 compares the QBO in the model
with reanalysis data. The QBO effects on NH strato-
spheric dynamics and chemistry are then tested for their
sensitivity to the two different QBO relaxation widths in
sections 4 and 5. Final conclusions are given and discussed
in section 6.

2. Model Description

[12] The model used in this study is the National Center
for Atmospheric Research (NCAR) Whole Atmosphere
Community Climate Model, version 3.5 (WACCM3.5).
WACCM is a fully interactive CCM extending from the
Earth’s surface to ~145 km. It uses the physical parametriza-
tions from the Community Atmospheric Model, version 3.5
and the finite volume dynamical core of Lin [2004] with
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Figure 1. Wind tendency from QBO relaxation (le-05 m/s/s) for (a) the QBO22 simulation, (b) the
QBOS8.5 simulation, and (c) differences between the QBO8.5 and QBO22 simulation. Contour interval

0.1 x 1e-05 m/s/s.

66 vertical levels. A detailed description of model physics
specific to WACCM3 can be found in Garcia et al. [2007].
The changes in physical parametrization from WACCM3.1
to WACCM3.5 are described by Richter et al. [2010]. They
mainly include changes in parametrization of convection and
gravity wave drag which influences, e.g., the occurrence of
sudden stratospheric warmings which are more realistic in
the version used here.

[13] The horizontal resolution for the WACCM3.5
runs presented here is 1.9° x 2.5° (latitude x longitude).
WACCM3.5 includes a detailed neutral chemistry scheme
for the middle atmosphere based on the Model for Ozone
and Related Tracers, version 3. The species included in
this mechanism are contained within the O,, NO,, HO,,
CIO,, and BrO, chemical families, along with CH4 and its
degradation products [Kinnison et al., 2007].

[14] Like many recent GCMs, WACCM3.5 is not able
to generate a realistic QBO internally but shows weak
easterlies above the equator instead. Therefore, a nudging
technique based on Balachandran and Rind [1995] is used to
relax the modeled tropical winds to observations [Matthes et
al., 2010]. The nudging is applied using a Gaussian weight-
ing function decaying latitudinally from the equator with a
half width of 10° which is close to the observed half width
of the QBO of 10°-12° [Baldwin et al., 2001]. Full verti-
cal relaxation extends from 86 to 4 hPa, which is half that
strong in one model level below and above this range (100
and 2.7 hPa, respectively) and zero for all other levels. The
time constant for the relaxation of the zonal mean wind is
10 days [Matthes et al., 2010]. Different from the nudging
procedure described in Matthes et al. [2010], the semiannual
oscillation (SAO) is not filtered out from the observed winds
in our study before the model winds are nudged toward
these winds.

[15] In the following, we will focus on extratropical feed-
backs to equatorial changes because our experimental design
does not allow the analysis of feedback processes in the
opposite direction.

[16] Richter et al. [2008] found that WACCM gener-
ally exhibits a realistic middle atmosphere mean state and
variability compared to observations. The most prominent
model bias is an overestimation in the Southern Hemi-
sphere (SH) polar stratospheric jet strength, which is also
a common bias in other models [SPARC CCMVal, 2010].
Note that the frequency of stratospheric sudden warmings
in the NH, an indicator of the stratospheric polar vortex

variability, compares now well to ERA-40 in the model
version used here (WACCM3.5) compared to WACCM
version 3.1 [Richter et al., 2010].

2.1. Experimental Design

[17] For this study we performed two simulations with
WACCM3.5. In the first one, WACCM3.5 was run in the
configuration which was also used in the SPARC CCMVal
report [SPARC CCMVal, 2010] with the model’s standard
QBO nudging width extending from 22°S to 22°N and a
height range of 86 to 4 hPa [Matthes et al., 2010], called
QBO22 hereafter. For the second simulation, called QBO8.5
hereafter, the QBO nudging width was reduced in latitu-
dinal extend from 8.5°S to 8.5°N while the vertical range
remained unchanged. The narrower nudging width of 8.5°
was chosen as the closest poleward model latitude to 7°, the
nudging width for the EMAC model (the model with the
narrowest QBO nudging) in SPARC CCMVal [2010].

[18] Both simulations follow the SPARC CCMVal
REF-BI1 scenario [SPARC CCMVal, 2010] which includes
the daily variations of the 11 year solar cycle and monthly
variations of the QBO, Sea Surface Temperatures, green-
house gasses, and ozone-depleting substances. Volcanic
eruptions were prescribed as well. In these transient simu-
lations, all forcings are taken from observations. The exper-
iments cover a period from the recent past (1958-2006),
of which the first 2 years of spin-up have been neglected
for analysis.

[19] Figure 1 shows the wind tendency from the QBO
relaxation for the QBO22 and QBO8.5 experiments in their
respective nudging regions for NH winter. The strongest
intervention on the modeled wind takes place in the sum-
mer hemisphere, where the prevailing easterlies are forced
toward smaller amplitudes. This has also been described as
the “net effect of the QBO” in Punge and Giorgetta [2008].
The largest differences between the forcings in QBO22 and
QBO8.5 occur poleward from 8.5° in the SH (or rather in
the summer hemisphere in general), where the nudging is
only applied in QBO22, and equatorward of 8.5° where a
stronger intervention is done in QBO8.5 (Figure 1¢). Within
the shared nudging region in the SH, the forcing is stronger
in QBO&.5 as the prevailing easterlies are stronger in this
simulation, i.e., the differences to the observed winds are
larger. In the winter hemisphere, the wind tendency differ-
ences between the two simulations are smaller. So we note
that the two experiments are not expected to be identical
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Figure 2. Zonal mean zonal wind (m/s) in the equatorial stratosphere, averaged between 2.8°S and
2.8°N, for (a) ERA-40 and (b) the QBO22 simulation, with black contour indicating the zero wind line.

above the equator, not even in the shared nudging region
between 8.5° south and north.

3. QBO: Definition and Comparison Between
WACCM and ERA-40

[20] As the goal of this study is to investigate WACCM’s
sensitivity to the width of the QBO, the next step is to
compare the QBO in the model to reanalysis data. For
that, the extended ERA-40 reanalysis data (abbreviated
“ERA-40” in the following) are used, which means the 40
year European Centre for Medium-Range Weather Forecasts
(ECMWF) Re-Analysis (ERA-40) data set [Uppala et al.,
2004] extended to 2008 by using the ECMWF operational
analysis [Frame and Gray, 2010]. Different studies use dif-
ferent definitions for the QBO, e.g., the equatorial wind at 40
[Baldwin et al., 2001; Gray, 2000; Baldwin and Dunkerton,
1998], at 44 [Gray et al., 2004], or at 50 hPa and averaged
over 10°S—10°N [Yamashita et al., 2011] with the phases
defined as positive or negative wind velocities at that level
or as amplitudes more than +/— 5 m/s [Gray, 2000; Gray et
al., 2004].

[21] To differentiate between the westerly and easterly
phase of the QBO, we define a QBO time series as the zonal
mean zonal wind averaged between 2.8°S and 2.8°N and
43 and 51 hPa. With the resolution of WACCM3.5, this is
an average over 4 x 2 grid points. We label a time step as
QBO west phase (QBOW) when the average exceeds 5 m/s
and QBO east phase (QBOE) when it falls below —2.5 m/s.
The motivation for picking these particular wind thresholds
is that this QBO definition turned out to be most suitable
for WACCM as it leads to QBO west and east phases with
approximately equal lengths.

[22] Figures 2a and 2b display the zonal mean zonal wind
averaged along the equator between 2.8°S and 2.8°N for

ERA-40 reanalysis data and the QBO22 simulation, respec-
tively, for the simulated period of our experiment from 1960
to 2006. We see the expected agreement between the simu-
lation and ERA-40 in the structure of the QBO below 10 hPa
where direct wind observations exist and are assimilated in
the ERA-40 data. We do not expect a perfect match between
WACCM and ERA-40 for several reasons: (i) the model lev-
els are not the same as the levels of the observations, so there
might be some interpolation differences, (ii) the nudging is
applied with a time constant of 10 days; this leaves some
freedom to the model’s resolved small-scale waves which
can influence the zonal mean flow, (iii) especially in the
upper part of the nudging region, the modeled SAO, which
is shifted upward in WACCM as discussed in Matthes et al.
[2010] and as can be observed in Figure 2, interacts with the
SAO from the observed winds; this leads to especially QBO
westerly phases reaching into higher levels compared to
ERA-40, and (iv) further away from the equator, the nudging
weights decay with a Gaussian function.

4. QBO Effects on Stratospheric
Winter Dynamics

[23] In order to examine the effect of the QBO on tropical
and extratropical dynamics in the two runs, composite differ-
ences, where QBOE composites of quantities such as zonal
mean zonal wind, temperature, Eliassen-Palm (EP) flux, and
residual mean meridional circulation are subtracted from
QBOW composites, are computed. “Composite” thereby
means the average of the quantity over all months being
in the same QBO phase, e.g., QBO westerly phase for the
QBOW composite. We focus the following analysis on the
representation of the Holton-Tan mechanism in the northern
polar winter stratosphere.
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4.1. Polar Night Jet

[24] Figure 3 shows the zonal mean zonal wind differen-
ces between QBO westerly and easterly phase for Northern
Hemisphere (NH) winter (December, January and February
(DJF)) for the QBO22 and the QBOS.5 simulation and for
ERA-40. The significance of the differences has been tested
with a two-tailed Student’s ¢ test, and colors in Figure 3 (as in
the following figures) denote that differences are statistically
significant at the 95% confidence level. All figures reveal the
prominent features of the equatorial QBO which is a statisti-
cally significant sandwich structure of the zonal mean zonal
wind in the tropical stratosphere with a westerly wind speed
anomaly of more than 20 m/s at about 40 hPa, an easterly
anomaly of about 30 m/s above at about 5 hPa, and a smaller
westerly anomaly of about 12 m/s above at 1 hPa. This fea-
ture is broader in QBO22 than in QBO8.5 which is a direct
effect of the broader nudging along the equator in this run.
Notable is also the broader extent of the easterly anomaly
in height.

[25] In the extratropics, both WACCM simulations show
a QBO response in the zonal mean wind which agrees with
Holton and Tan, [1980, 1982] who showed that the polar
vortex (and therefore the polar night jet (PNJ)) is stronger
during QBOW phase and weaker during QBOE phase. The
wind differences in the QBO22 experiment reach up to
14 m/s. That means that they are stronger and more sig-
nificant at high latitudes than the wind differences in the
QBO8.5 experiment which are 8 m/s at their maximum. We
have also tested the statistical significance of the differences
between the QBO22 and QBOS.5 responses in Figures 3a
and 3b and note that the difference in response of the
strength of the PNJ is significant at the 95% level, confirm-
ing that the high-latitude response is stronger in QBO22 than
in QBOS.S.

[26] In ERA-40 (Figure 3c), the anomalies in the polar
night reach up to 12 m/s and are statistically significant
almost throughout the jet region. The PNJ anomalies in
QBO8.5 are significantly weaker than in ERA-40 data,
and hence, the Holton and Tan effect is more realistically
reproduced in QBO22 than in QBOS.5.

4.2. Wave-Mean Flow Interactions

[27] The reasons for the nudging-dependent different
responses in the PNJ can be related to differences in the
propagation of planetary waves and/or its interactions with
the mean flow. To analyze the origin of the zonal mean
wind differences, we use the Transformed Eulerian Mean
(TEM) equations [Andrews et al., 1987] which describe the
EP flux vector, its divergence, and the residual mean merid-
ional circulation (meaning the meridional circulation in the
TEM formalism, with v* and w* as its meridional and
vertical components). While the EP flux vector describes
the strength and propagation direction of planetary waves,
its divergence describes the interaction of planetary waves
with the mean flow: In a region of divergence of the EP flux
vector, the mean flow is accelerated to the east, while in con-
vergent regions, acceleration to the west occurs. Depending
on the respective mean flow, this leads to a strengthening
or a weakening of the circulation. During NH winter con-
ditions with prevailing westerly background winds, a diver-
gence (convergence) leads to acceleration (deceleration) of
the flow.
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Figure 3. Differences of the zonal mean zonal wind
(in m/s) between QBOW and QBOE years for (a) the
QBO022, (b) the QBO&.5 experiment, and (c) ERA-40 in
DIJF. Contour interval: 2 m/s; color shading indicates 95%
statistically significant differences.

[28] In Figure 4, vectors indicate the magnitude and direc-
tion of the EP flux vector differences between QBOW and
QBOE conditions while anomalies of the EP flux vector
divergence are depicted by contours. Red colors (contours
and shading) mean positive (divergent) EP flux vector
anomalies, and blue colors stand for negative (convergent)
EP flux vector anomalies. Shaded areas highlight statisti-
cally significant differences.

[29] In Figure 4a (showing QBO22), positive EP flux
divergence anomalies appear around 60°N and 0.3 hPa,
i.e., exactly where we have seen the pronounced positive
zonal mean wind differences in Figure 3 which indicate a
strengthening of the PNJ during QBO west conditions.

[30] The zonal momentum TEM equation reveals that
changes in the divergence of the EP flux vector are linked
to anomalies of the residual mean circulation in the way that
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Figure 4. Differences of the EP Flux vector (arrows; scaled with the square root of pressure) and its
divergence (contours; in ms'd™") between QBOW and QBOE years for (a) the QBO22 and (b) the
QBO08.5 experiment. Contour lines: +/- 0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 1.0, 2.0, and 5.0 ms~'d"!; shading
indicates 95% statistically significant divergence differences. The grey (green) line indicates the zero line
of the zonal mean zonal wind during QBOW (QBOE) phase.

divergence leads to an equatorward anomaly of the resid-
ual circulation. This enhanced equatorward circulation can
indeed be seen at around 60°N above 1 hPa in Figure 5a
(for QBO22) where the QBOW-QBOE differences of the
residual mean circulation are shown by vectors; the contours
indicate temperature anomalies. Related to the equatorward
anomaly of the residual circulation is the upward anomaly
(i.e., a weakening of the prevailing net downwelling) in
polar regions, especially in the upper stratosphere, together
with the downward motion anomaly around 60°N, which
is strongest around 1 hPa but reaches down to 10 hPa
(Figure 5a for QBO22). The upward anomaly causes adia-
batic cooling, while the downward anomaly leads to adia-
batic warming. This together results in a strengthening of the
meridional temperature gradient poleward of 60°N during
QBOW as can be seen in the temperature anomaly contours
in Figure 5a. The meridional temperature gradient is linked
to the zonal wind by the thermal wind equation and thus is
consistent with the statistically significant strengthening of
the PNJ in Figure 3a.

[31] Most of the discussed features and relations can be
seen in both simulations (QBO22 and QBOS.5, Figures 5a
and 5b, respectively), though the response in QBO8.5 tends
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to be generally weaker. However, we find a major dif-
ference: In QBOS.5, there is no significant divergence
anomaly in the midlatitude upper stratosphere/lower meso-
sphere (Figure 4b) and hence no significant effect on the
residual mean circulation (Figure 5b). This is consistent with
temperature anomalies that are not statistically significant
throughout the PNJ region (especially not in the region of
cold anomalies north of 60°N), i.e., we do not find the signif-
icant strengthening of the meridional temperature gradient
which would support the significant strengthening of the
jet. This implies a weaker and less statistically significant
stratospheric polar vortex in QBOS8.5 compared to QBO22
(Figure 3).

[32] In the tropics and NH subtropics, differences in
the QBO anomalies of the EP flux vector, its divergence
(Figure 4), and the residual circulation (Figure 5) between
the QBO22 and QBOS.5 simulation appear only in the
strength but not in the pattern of the signal. Here the
anomaly patterns of the EP flux vector and its divergence
involve the latitudinal position of the zero wind line which
is related to the QBO (grey (QBOW) and green (QBOE)
line in Figure 4). This line plays an important role for
the propagation of planetary waves since these waves can
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Figure 5. Same as Figure 4 but for the mean residual circulation (arrows) and temperature (contours;
in °C). Contour lines: +/— 0°C, 0.2°C, 0.5°C, 1°C, 1.5°C, 2°C, 4°C, and 8°C; shading indicates 95%

statistically significant temperature differences.
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only propagate in (not too strong) westerly wind regimes
[Charney and Drazin, 1961]. In the lower stratosphere
around 50 hPa during QBOW, the zero wind line shifts equa-
torward (grey line). Planetary waves that propagate from
the extratropics toward the equator can reach the equato-
rial lower stratosphere, whereas they are reflected to higher
latitudes during QBOE (green line). Higher up in the equato-
rial stratosphere above 10 hPa the opposite occurs: Planetary
waves propagating from the NH midlatitude troposphere
toward the low-latitude upper stratosphere are restricted to
the extratropics during QBOW, whereas these waves can
reach the equator during QBOE, when the zero wind line is
located in the Southern Hemisphere. A poleward anomaly
of the EP flux vector consistent with that can be found
here — in a region of consistent easterly wind anomalies
seen in Figure 3 — with a divergence anomaly at the equa-
tor and a convergence anomaly around 30°N (Figure 4).
The poleward anomaly of the residual mean meridional cir-
culation (Figure 5) in the convergence anomaly region is
consistent because here the converged waves lead to an
enhanced wave-mean flow interaction, meaning stronger
wave-induced transfer of energy and momentum to the mean
flow. This reduces the mean westerly flow and, due to the
disturbance of the quasi-geostrophic balance, can lead to
an intensification of the poleward residual circulation in
this region.

[33] In summary, our analysis suggests that the QBO
nudging width in WACCM significantly influences the prop-
agation of planetary waves as seen in the EP flux vector and
its divergence as well as the residual circulation between
QBO west and east years. Especially in the midlatitude upper
stratosphere, differences in the divergence of the EP flux
vector and hence in the residual circulation occur between
QBO west and east conditions which could significantly
impact meridional temperature gradient and are consistent
with wind signals in the PNJ. Clear differences are seen
between QBO22 and QBOS.5 reflecting the impact of the
QBO nudging width on extratropical circulation.

5. QBO Effects on Chemistry

[34] Since dynamical changes like those induced by the
QBO have an influence on the distribution of chemical
tracers, the influence of the QBO nudging width on strato-
spheric chemical constituents, namely ozone and water
vapor, is investigated.

[35] To see which of the WACCM simulations behaves
more realistically compared to observational data, the dif-
ferences between QBOW and QBOE conditions for ozone
and water vapor obtained from the Global Ozone Chem-
istry And Related trace gas Data records for the Stratosphere
(GOZCARDS) project are analyzed. GOZCARDS products
are merged data sets based primarily on measurements from
satellite-borne instruments and from National Aeronautics
and Space Administration missions studying the Earth’s
stratosphere since the late 1970s. The data products used
here are the ozone data set [Wang et al., 2013], available
from 1979 to 2012 (with the years 1981-1983 missing) in
10° latitude bins and the water vapor data set [Anderson
et al., 2013], available for the period 1991-2012. Since the
GOZCARDS data contain fewer QBO cycles than the model
data, less statistically significant results can be obtained.

5.1. Ozone

[36] The concentration of ozone in the stratosphere is
a result of a combination of transport and photochemical
processes. The direct impact of transport decreases with
height in favor of the importance of chemical processes
where the boundary between transport dominated and chem-
ically dominated regions is often mentioned to be at 28
km (e.g., Brasseur et al. [1999]). While for the transport
of trace species into, within, and out of the stratosphere,
both the large-scale circulation and mixing processes asso-
ciated with waves play a role, chemical ozone depletion not
only depends on the available amount of ozone-depleting
substances, but also on temperature.

[37] Figure 6 shows the differences in ozone between the
QBOW and QBOE phases for the QBO22 and the QBOS.5
simulations (Figures 6a and 6b). Like for the wind anoma-
lies, a sandwich structure is evident above the equator but
only in a height range between 100 and 5 hPa in a region
where the nudging has been applied, and around and below
the maximum of stratospheric ozone mixing ratio at 10 hPa
where the ozone concentration is dominated by transport
processes. The signal peaks around 70 hPa, with an up to
30% higher ozone mixing ratio during QBOW compared to
QBOE, and is quite symmetric around the equator. Addition-
ally, a statistically significant negative ozone signal can be
found in the NH polar regions around 100 hPa that extends
into midlatitudes.

[38] Like for zonal wind (see previous section), the ozone
differences between QBOW and QBOE conditions appear
differently in the QBO22 and the QBO8.5 simulation. First,
the response above the equator, i.e., the described sandwich
structure, is much stronger in QBO22 than in QBOS.5, with
maximum ozone differences of up to 30% compared to 20%.
This is consistent with the differences between the two QBO
runs in circulation (i.e., transport), concerning both strength
and significance. During QBOW, the mean Brewer-Dobson
circulation tropical upwelling is suppressed (Figure 4). This
relative downwelling is stronger in QBO22 than in QBO8.5
which can be particularly seen in the tropical QBOW-QBOE
temperature signal (Figure 5) that reaches up to 4°C in
QBO22 compared to 2°C in QBO8.5.

[39] The negative polar ozone signal is strong and sig-
nificant in QBO22 but very weak in the QBO&.5 run. The
negative signal itself can be explained with the signifi-
cantly lower temperatures during QBOW in these regions
(Figure 5) which slow down the ozone production rates
and also lead to more efficient ozone depletion. In addi-
tion, because of the weakened downwelling seen in the mean
residual circulation signal in the polar region (Figure 5), less
ozone is transported into this region. On the other hand,
the negative ozone anomaly itself can also be partly respon-
sible for the negative temperature anomaly, since ozone
absorbs solar radiation and outgoing infrared radiation. Less
ozone therefore means less radiation absorption and there-
fore lower temperatures. Both responses, in temperature and
in ozone, feed back to each other. The negative temperature
anomaly has been shown to be much weaker and less sig-
nificant in QBOS&.5 (Figure 5) which is consistent with the
weaker response in ozone in this run.

[40] Differences above 5 hPa are less prominent since
they are determined by the available amount of reaction
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Figure 6. Differences of ozone (in %) between QBOW
and QBOE years for (a) the QBO22, (b) the QBOS.5 exper-
iment, and (c) for GOZCARDS data (1979-2012). Con-
tour interval: 3%; color shading indicates 95% statistically
significant differences.

partners for photochemical reactions (primarily NO, (the
total reactive nitrogen reservoir) [Brasseur and Solomon,
2005]) which are similar in both runs.

[41] Comparing our two WACCM simulations with the
observed QBOW-QBOE differences from GOZCARDS
(Figure 6c) reveals that the QBOW-QBOE differences
above the equator are well represented in QBOS.5, while
QBO22 slightly overestimates the response. In the lower
stratosphere polar regions, however, it is the QBO22 exper-
iment which outperforms the QBOS.5 simulation again, as
the strength of the negative QBO signal is captured much
better here. Note that due to the shorter time period of the
GOZCARDS data, less statistical significances are achieved.

5.2. Water Vapor and Methane

[42] The long-lived trace gasses methane and water vapor
(where “long-lived” refers to stratospheric water vapor) are

transported into the lower tropical stratosphere by upwelling
from the troposphere and are then transported poleward and
downward by the Brewer-Dobson circulation [Brasseur and
Solomon, 2005]. In the stratosphere, water vapor increases
with height due to production via methane oxidation in this
altitude [Brasseur and Solomon, 2005]. Therefore, the QBO
response of methane and water vapor mimic each other but
with opposite sign (water vapor gain = methane loss) which
is why we show only the results for water vapor and discuss
it where they differ from the results for methane.

[43] Figure 7 shows the difference in water vapor between
the westerly and easterly QBO phase for the two WACCM
experiments. In the region of the tropopause, strong pos-
itive QBO anomalies occur. These anomalies have their
maximum above the equator, decrease with latitudes, and
can only be seen in water vapor but not in methane. This
signal can be explained with the QBO response in tempera-
ture that shows positive anomalies, i.e., higher temperatures
during QBOW than QBOE, around the tropical tropopause
(compare contours in Figure 5). With anomalous high tem-
peratures, more water vapor can enter the equatorial lower
stratosphere leading to the positive H,O response at the
tropical tropopause (Figure 7).

[44] Comparing now our two simulations QBO22 and
QBO8.5, we mainly find differences in the strength of the
signals. Especially the QBO signal of water vapor in the
equatorial tropopause region is weaker in QBOS.5 than in
QBO22 and restricted to a smaller latitudinal width. Further-
more, the negative anomaly above the equator around 50 hPa
is almost twice as strong in QBO22 compared to QBOS.5.

[45] As it has already been observed for ozone, we find
a strong QBOW-QBOE anomaly in water vapor in the
NH polar lower stratosphere. It changes sign from nega-
tive (below) to positive (above) around 25 km, i.e., lies
within the altitudes where water vapor concentration is dom-
inated by transport processes. In the polar region above the
tropopause, a weakened downwelling (upward anomalies)
occurs in the mean residual circulation in QBOW compared
to QBOE (see Figure 5) which leads to a weaker down-
ward transport of water vapor and therefore the negative
water vapor anomaly above the tropopause and the positive
anomaly above. The change of sign of the signal at the pole
in the stratosphere occurs exactly around the altitude of the
maximum polar temperature response (also in Figure 5). The
anomaly is, like for ozone, both stronger and significant in a
larger region in the simulation with the wider QBO nudging.

[46] Comparing now the QBO response in WACCMs
water vapor to the observed QBOW-QBOE response in
GOZCARDS, we find that the structure of the signal in
both constituents compares well with observations, although
none of the simulations captures the strong positive anomaly
above the equator around 3hPa seen in the observations.
However, GOZCARDS in general shows a slightly stronger
response above 50 hPa which is better represented in QBO22
than in QBO8.5.

[47] In summary for the water vapor and methane dif-
ferences between the westerly and the easterly QBO phase,
we find that the QBO22 run slightly better reproduces
the strength of the signal but uncertainties in the observa-
tions [Anderson et al., 2013] prevent firm final conclusions.
The differences in water vapor and methane between the
two runs are smaller than the differences seen for ozone.

10,471



HANSEN ET AL.: SENSITIVITY TO QBO NUDGING IN WACCM

a) H20 QBO22 QBOW-QBOE DJF

s -
£ £
@ =
2 =)
2
o
Latitude
b) H20 QB08.5 QBOW-QBOE DJF
s _
< £
e =
2 5
2
o
-30 0 30 60

§ _—
< £
g =
2 5
2
o

Latitude

Figure 7. Same as Figure 6 but for water vapor;
GOZCARDS data for 1991-2012. Contour interval:
1%; color shading indicates 95% statistically significant
differences.

This confirms the findings of the SPARC CCMVal report
[SPARC CCMVal, 2010] where WACCM was mentioned to
perform very well in the stratospheric chemistry intercom-
parison with the exception of some deficits in representing
H,O in the polar regions.

6. Conclusions and Discussion

[48] Two 47 year simulations with the fully interac-
tive chemistry-climate model WACCM version 3.5 were
used to study the influence of the QBO nudging width on
stratospheric dynamics and chemistry. For the control run,
WACCM’s standard QBO nudging width extending from
22°S to 22°N was used; for the second run, the latitudi-
nal range of the wind relaxation was reduced to 8.5° south
and north.

[49] The analysis of the atmospheric response to differ-
ences between QBOW and QBOE conditions in both model
simulations revealed that differences in the QBO responses
between the two simulations arise especially in the region of
the stratospheric PNJ during NH winter (DJF). In QBO22,
the zonal mean wind in the PNJ was found to be up to 14 m/s
stronger during the westerly phase of the QBO than during
QBOE, while the QBO response in QBOS.5 reached values
only up to 8 m/s and showed less statistical significance in
particular in the upper stratosphere and lower mesosphere.

[s0] The connection between the equatorial QBO and the
higher latitudes is consistent with the Holton-Tan mech-
anism, yet there are different theories on the importance
of different effects: the effect of the zero wind line in the
lower stratosphere which is shifted away from the equator
during QBOE leading to planetary waves being reflected
poleward or the effect of the secondary QBO circulation
in the middle to upper stratosphere where a “barrier” to
planetary wave propagation is created during QBOE in mid-
latitudes so that these waves converge in the polar region.
From our analysis, we cannot present clear proof of the
causality of this mechanism. However, dynamical arguments
lead to a consistent explanation of the chain of events: In
the QBO22 experiment during QBO west years, a diver-
gence anomaly of the EP flux vector occurs around 60°N
in the upper stratosphere/lower mesosphere, together with
enhanced equatorward wave propagation and an equator-
ward anomaly of the residual mean circulation. This is
consistent with a strengthening of the meridional temper-
ature gradient in higher latitudes and hence a significant
strengthening of the PNJ during QBOW. In QBOS.5, these
changes in wave propagation and dissipation as well as
the residual circulation are weaker than in QBO22 and not
statistically significant, consistent with a weaker and less
significant impact on the PNJ. Thus, our study suggests that
changes in wave propagation and dissipation in the mid-
latitude middle to upper stratosphere associated with the
equatorial QBO play a role in the modulation of the strato-
spheric polar vortex, similar to the findings of Naoe and
Shibata [2010] and Garfinkel et al. [2012], although we note
that this does not exclude a direct contribution from wave
reflection at the zero wind line, as proposed originally by
Holton and Tan [1980, 1982] [see also Watson, P. A. G. and
L. J. Gray, submitted to Journal of Atmospheric Sciences,
2013].

[51] Consistent with the Holton and Tan response in the
dynamical parameters, WACCM shows a signal in chemi-
cal tracers such as ozone, water vapor, and methane. Again,
the response in QBO22 is stronger and more significant
than in QBOS.5 whereupon the differences between the two
experiments were larger for ozone than for water vapor
and methane. The concentration and composition of these
chemical constituents below 10 hPa are determined mostly
by transport, while temperature-dependent chemical reac-
tions determine the concentration and composition above
that height. Therefore, the differences in chemical tracers
between QBO22 and QBO8.5 in the two QBO phases are
entirely consistent with the differences in the circulation and
the slowing down or acceleration of the reaction velocities
through changes in temperature.

[52] As a result of our investigation, we find that the
optimal nudging width for WACCM is close to the model’s
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standard nudging width, i.e., between 22° south and north,
which was also used for the SPARC CCMVal [2010] report.
A generalization for all models can not be given within this
study. When using this nudging width, the response of plan-
etary wave propagation and the residual circulation to the
forcing from the equatorial QBO agrees well with ERA-40.
The QBO zonal wind response in the QBO22 run does not
differ significantly from the response in ERA-40 (overesti-
mation by +2 m/s) which reaches up to 12 m/s significantly
higher wind speeds in the PNJ during QBOW compared
to QBOE, whereas QBOS.5 significantly underestimates
the ERA-40 response by 4 m/s. For the QBO response in
chemical tracers, a comparison with GOZCARDS-merged
data products confirms that the QBO22 simulation performs
better than the QBOS8.5 simulation keeping in mind the
uncertainties in the GOZCARDS data itself. With our study
we confirm a role for the mean meridional circulation asso-
ciated with the QBO in influencing the polar stratospheric
QBO response, although we emphasize that this does not
mean that the direct mechanism proposed by Holton and Tan
[1980, 1982] via reflection at the zero wind line is not also
operating. Future studies should focus on investigating QBO
effects in the recently successfully generated internal QBO
in WACCM [Xue et al., 2012] in order to study feedback
processes between the tropical and middle to high latitudes
in both directions.
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