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ABSTRACT

A method is presented to reconstruct decadal variations of the North Atlantic Oscillation (NAO). The spectral
characteristics of the NAO on time scales of decades and longer are of particular interest for the understanding
of North Atlantic ocean–atmosphere interactions. The reconstruction is based on a transfer model calibration
that uses bandpass-filtered time series. The maximum overlap discrete wavelet transform (MODWT) is applied
for decomposing the time series variance into different time scales. A total of 43 proxies, including Greenland
ice cores and European tree-ring chronologies, are selected and regionally grouped providing four independent
reconstructions for the period 1700–1978. The mean reconstruction agrees well with two recently published
reconstructions during most of the time period. However, there are considerable differences in the earliest part
before 1750. Running correlations between the reconstructions indicate that time-dependent relations exist among
the different NAO reconstructions. The results suggest that the geographical distribution of proxies strongly
affects the reconstruction and could explain some of the apparent discrepancies among the reconstructions recently
published in literature. In the early eighteenth century, external forcing (solar, volcanic) seems to mask the NAO
signature within the proxies.

1. Introduction

It is well documented that the North Atlantic Oscil-
lation (NAO) dominates the winter climate variability
over the North Atlantic and its surrounding continents
(Hurrell and van Loon 1997). Despite this fact, its be-
havior in the low-frequency range and the dynamics
behind it are not fully understood yet (Greatbatch 2000;
Wanner et al. 2001; Marshall et al. 2001). Observational
data from the nineteenth to the late twentieth century
show that the spectral characteristics of the NAO index
(NAOI), that is, the difference between the southern
high pressure and the northern low pressure centers (for
definitions see Jones et al. 1997; Hurrell 1995; Rogers
1984; Luterbacher et al. 2002; hereafter LUT), indicate
a rather white spectrum with some reddening in the late
twentieth century (Hurrell and van Loon 1997; Jung
2000; Pozo-Vázquez et al. 2001). However, the short-
ness of the instrumental records limits the statistical
confidence. A clear distinction can not be drawn be-
tween nonstationary statistical behavior and random
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fluctuations due to limited sampling (Wunsch 1999).
Yet, modeling of the NAO under stationary and non-
stationary forcing provides the possibility of statistical
tests (Osborn et al. 1999; Paeth et al. 1999). An extended
comparison between observed and modeled NAO low-
frequency variability will help to reinforce the credi-
bility of the model results. Concerning the low-fre-
quency variations of the NAO on decadal and inter-
decadal time scales, one important issue is the role of
the North Atlantic Ocean. It is broadly accepted that the
passive response of the ocean is in agreement with the
statistical climate model concept of Hasselmann (1976),
but the active role of the ocean on the NAO dynamics
is still open to debate. Studies based on observational
data have shown that extratropical SST anomalies could
force the atmospheric circulation (Czaja and Frankig-
noul 2002). Various climate model simulations revealed
that the ocean feeds back onto the atmosphere (e.g.,
Rodwell et al. 1999; Metha et al. 2000; Kushnir et al.
2002). But in general, the ocean–atmosphere coupling
can lead to an enhanced atmospheric low-frequency var-
iability over the North Atlantic (for reviews see Kushnir
et al. 2002; Visbeck et al. 2003; Czaja et al. 2003). An
atmospheric response to midlatitude SST anomalies in
combination with the oceanic gyre circulation are con-
ceived of enhancing the decadal variability of the NAO
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FIG. 1. Illustration of the scale-dependent signal-to-noise ratio for
a given white noise signal (solid line) and two proxies contaminated
with red noise and blue noise (dashed curves). The optimal filter
functions are given by the dotted lines. Vertical dashed-dotted lines
mark the corresponding frequency ranges of the wavelet scales W1–
W4.

(Sutton and Allen 1997; Visbeck et al. 1998; Grötzner
et al. 1998; Czaja et al. 2003; Paeth et al. 2003). The
atmospheric variability may also be linked to variations
in the thermohaline circulation (THC) on interdecadal
time scales (Timmermann et al. 1998; Eden and Jung
2001; Wu and Gordon 2002). Producing a longer NAO
index will help to clarify the low-frequency character
of the NAO. Thereby, extended information of the
NAO’s history from preindustrial ages will contribute
a valuable background for the climate change detection
problem (Barnett et al. 1999; Bradley et al. 2000; Bar-
nett and Jones 2000).

Different approaches to a NAOI reconstruction have
been established (Cook et al. 1998, 2002, hereafter
COOK; Appenzeller et al. 1998; Luterbacher et al. 1999;
LUT; Garcia et al. 2000; Cullen et al. 2000; Proctor et
al. 2000; Glueck and Stockton 2001; Rodrigo et al.
2001; Vinther et al. 2003). However, Schmutz et al.
(2000) raised some doubts about the reliability of many
of the reconstructions that were based on natural prox-
ies. Their correlation analyses revealed that the recon-
structions failed to verify in the eighteenth and early
nineteenth century. Cook (2003) obtained a similar re-
sult using a Kalman filter method. Recently, optimized
reconstructions have been published by LUT and COOK
(see also Cook 2003). These new time series are sig-
nificantly correlated throughout the entire common pe-
riod back to A.D. 1500. All of these reconstructions
have in common the unfiltered time series that have been
used to calibrate and validate their statistical transfer
models and to reconstruct the NAO signal from the
proxies. These models provide ‘‘best’’ estimates for in-
dividual annual (winter) or even monthly index values
(Luterbacher et al. 1999; LUT). The spectral charac-
teristics of the reconstructed time series are estimated
after the reconstruction procedure. This kind of transfer
function in time–space is equivalent to a corresponding
filter function in frequency–space, which is constant for
all frequencies. When proxies have a signal-to-noise
ratio independent of the frequency this is an adequate
choice. In other cases this choice could bias the spectral
power characteristics of the reconstruction. This prob-
lem will be illustrated in the following: consider the
case in which the climate signal is reconstructed from
two proxies. Let the climate signal be simply a white
noise process. One proxy is more sensitive to the high-
frequency climate signal than to the low-frequency fluc-
tuations. This behavior is known for isotopic concen-
trations (d18O) in ice cores (Fisher et al. 1985). Let the
second proxy have a higher signal-to-noise ratio in the
low-frequency range, which is observed in accumula-
tion rates derived from ice cores (Fisher et al. 1985).
Intuitively (and from optimal filter theory) it follows
that in reconstructing the low- (high)-frequency part of
the climate signal, one would put more weight on the
second (first) proxy than on the first (second) (see Fig.
1 for illustration). For the high-frequency signal recon-
struction the first proxy should get the larger weight. In

practice, reconstructing a climate signal, the frequency
dependence is barely known and is to be determined.

In order to overcome the problems of the frequency
suppression due to the application of different proxies
for the reconstruction, a prefiltering method is applied
that yields reconstructed time series of different fre-
quency intervals. This concept was already introduced
into the field of paleoclimatic reconstruction by Guiot
(1985). Only a few studies have followed similar strat-
egies (e.g., Osborn and Briffa 2000). Our primary goal
is to provide a detailed view of the decadal variability
of the NAO in preindustrial times. Therefore, a bandpass
filter will be applied to extract the decadal-scale vari-
ability from the proxies and the NAO index. The design
of the filter, the maximum overlap dicrete wavelet trans-
form (MODWT; Percival and Walden 2000), allows for
a decadal-scale analysis within the 8–16-yr period band.
Note that an extension to shorter periods would require
the variabilty in the 4–8-yr range, thereby including too
much of the interannual variability. Periods longer than
16 yr are omitted because of the insufficient time series
length for robust calibrations of the proxy climate trans-
fer model. Therefore, the 8–16-yr band is at the center
of this study.

The paper is organized as follows. Section 2 presents
the proxy data and reconstruction method. Additionally,
this section contains some considerations as to why we
prefer a regional grouping of the proxies. The recon-
struction results are described in section 3. The discus-
sion of the reconstruction results follows in section 4.
This includes a comparison with the reconstructions of
COOK and LUT. The possible causes of the observed
disparities in the Late Maunder Minimum are discussed.
A brief summary and the conclusions are given in sec-
tion 5.
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2. Methods and proxy data

In this section the reconstruction method is intro-
duced. Emphasis is put on the rationale behind the ap-
plied weighted average procedure. We restrict the de-
scription of the proxy data to their spatial distribution
and their potential relation to the NAO. This is, in our
opinion, important for the later discussion of the re-
construction results.

a. Reconstruction method

The aim of our NAO index reconstruction is to extend
the observational record of decadal variability further
back to 1700 A.D. We assume a linear relationship (a
first-order approximation to nonlinear relationships) be-
tween the climate signal and each individual proxy con-
taminated with noise. Linear scaling of the proxies trans-
fers their variance back to the signal units. A proper
combination of the individual proxies is required, which
will reduce the error of the estimated (i.e., reconstructed)
climate signal. In previous studies the principal com-
ponent (PC) regression (PCR) has proven to be adequate
for this purpose (COOK; LUT). In this special case of
multiple linear regression the PCs are the predictors.

The PCR results in a weighted average of the proxies.
We will adopt another method of weighted averages.
The weights take the individual proxy–signal correla-
tions into account but not the cross correlations among
the proxies (as in the case of the PCR). In doing so, we
circumvent the problem of inverting a covariance (or
correlation) matrix that is based on small sample sizes
[see Schneider (2001) for a compelling discussion]. In
our case, the effective sample size is considerably re-
duced if the estimates are derived from bandpass-limited
time series. Tests have shown that the proposed pro-
cedure yields robust results.

Given a set of M climate proxies p̃i,t (where the index
i distinguishes the M proxies and t denotes the year)
and a climate signal ỹt (here, the winter NAOI), we first
normalize the proxies pi,t 5 (p̃i,t 2 i) with respect21p s i

to the whole reconstruction period of 1700–1978, where
i, si are the estimated mean and standard deviation fromp

proxy i. The signal yt 5 (ỹt 2 ) is normalized using21y sy

the period of 1825–1978. Note that the choice of dif-
ferent normalization intervals does not influence the re-
construction results. The time series are split up into a
calibration and a validation period of equal length
(1825–1901 and 1902–78, respectively). For each pe-
riod we apply the MODWT (Percival and Walden 2000)
to the proxies and to the signal. The MODWT can brief-
ly be described as a set of filtering operations applied
to a time series. A short explanation of the mathematical
concepts of the MODWT is given in the appendix. An
application of the MODWT to the climatological time
series is presented by Whitcher et al. (2000). The
MODWT allows a multiresolution analysis with ideal-
ized bandpass filters of frequencies (21/2 j, 21/2 j11] <

[1/2 j11, 1/2 j). The upper limit of the integer index j .
0 is given by the length of the time series. Percival and
Walden (2000) recommend setting the upper limit of j
to J0 , log2[N(L 2 1)21 1 1]. In our application N is
the time series length and L the filter width. Using the
coiflet filter of width L 5 6 and a minimum time series
length N 5 77, the maximum scale is J0 5 4. The j
frequency bands are marked in Fig. 1 and labeled as
W1, W2, etc. In the next sections, our reconstruction
results for the wavelet scale j 5 3, the 8–16-yr period
range (W3 in Fig. 1), will be presented.

We now turn to the calibration of the transfer model
and denote the wavelet coefficients of the normalized
proxy time series pi,t with wij,t, and wsj,t for the nor-
malized signal yt. Because the scale is fixed to j 5 3
throughout this study, the index is dropped for conve-
nience. The proxies are partitioned into G regional
groups, where each group consists of M(g) proxies.
These regional proxy groups will provide independent
NAOI reconstructions. The regional reconstructions
yield a deeper insight into the reconstruction results than
using all proxies at once. We can arrange the wavelet
coefficients of the group members into a Ncal by M(g)
matrix P(g) with the elements Pt,i(g) 5 wi,t.1 The index
g is used as a regional group index and Ncal is the length
of the calibration interval. (Similarly, the wavelet co-
efficients of the signal are represented in a vector W of
dimension Ncal .) The correlations ri are estimated be-
tween wi,t and ws,t from the calibration data. The squared
correlations, taking the sign of the correlation into ac-
count, are used to form a regional-weighted average of
the proxies. The weight for the ith proxy in the regional
group g is given by

21M(g)

2 2k (g) 5 sgn(r )r r . (1)Oi i i m[ ]m51

The weighted average time series of the proxy wavelet
coefficients are given by the equation

P(g) 5 P(g)K(g), (2)

where K(g) is the vector containing the M(g) proxy
weights. The resulting time series vector (g) has to beP
rescaled to the wavelet variance of the NAO index after
the averaging process. Therefore, the wavelet coefficients
of the NAOI are linearly regressed on this weighted av-
erage time series during the calibration period. The re-
gression parameters transform the weighted averages,
yielding the regional reconstructed wavelet coefficients

Ŵ(g) 5 b̂(g)P(g) 1 â(g)1, (3)

where 1 is a vector consisting of elements with a value
of 1. After determining the proxy weights K(g) and the
linear regression coefficients b̂(g), â(g) we can use Eqs.
(2) and (3) to reconstruct the signal wavelet coefficients

1 The letter P is preferred to W to avoid confusion with the
MODWT notation in the appendix.
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FIG. 2. Locations of proxies used in this study (crosses). Note that some crosses in Greenland and Spain represent
more than one proxy. The highlighted areas mark the regions for the PDF estimates shown in Fig. 3.

for the validation interval [replacing the matrix P(g) in
Eq. (2)]. Having the true signal in hand, the reconstruc-
tion skill can be assessed through the correlation sta-
tistics. Monte Carlo simulations were performed in or-
der to check the significance of the correlation between
the wavelet coefficients of two time series. Pairs of two
independent white noise time series were generated with
the same length as were used in the calibration and
validation of the real data. These surrogates were filtered
using the MODWT and the correlation was calculated
between the wavelet coefficients. From the ensemble
(1000 replications) we have obtained confidence ranges
that can be used for estimating the significance of a
correlation. Note that asymptotic confidence intervals
for the wavelet correlation could be used in cases of
larger sample sizes (Whitcher et al. 2000). Interestingly,
the significance level is rather robust against deviations
from the white noise assumption, as a consequence of
the MODWT. Finally, the proxy time series for the in-
terval of 1700–1978 are passed through the MODWT,
and Eqs. (2) and (3) give the reconstructed estimates of
the signal wavelet coefficients.

b. Spatial differences in the proxy-NAO relationships

We use a multiple proxy network for our recon-
struction, which consists of several ice core proxies from
Greenland (annual accumulation rates and annual iso-
topic concentrations of d18O) and tree-ring-width chro-
nologies from Europe (Clausen et al. 1988; Cuf-
fey and Clow 1997; Cross 1997; and additional data

available online, see http://www.ngdc.noaa.gov/paleo/
icecore/icecore-varlist.html for ice core information and
for the tree ring archive see ftp://ftp.ngdc.noaa.gov/
paleo/treering). In order to compromise between the sta-
tistical constraint of an appropriate proxy number and
the desire for a long extension of the NAOI we restrict
our analysis to the reconstruction period of 1700–1978.
Five proxies from Greenland and 38 from Europe are
used for the reconstruction (see Fig. 2 for their locations).
The benefits of those multiproxy data sources have been
demonstrated, for example, by Mann et al. (1998) for
temperature reconstructions, and were recently recom-
mended by Mann (2002) for the reconstruction of spatial
and temporal details. In our application, we will not ex-
plicitly take into account the spatial details of the NAO,
but it is still necessary to have a multiple proxy set in
order to incorporate as much of the spatial information
as possible (see section 4 for further discussion of this
issue). However, the choice of proxies may be a prereq-
uisite for the quality of the final reconstruction because
the NAO is well known for its regional climatic char-
acteristics (Hurrell and van Loon 1997). In order to find
climatic criteria for preselecting and grouping the Eu-
ropean trees we analyze the relationship between the
NAO and European climate using monthly National Cen-
ters for Environmental Prediction–National Center for
Atmospheric Research (NCEP–NCAR) reanalysis data
from 1948 to 2000 (Kalnay et al. 1996; Kistler et al.
2001). The monthly means [winter months of December–
January–February–March (DJFM) only] of sea level
pressure, temperature, specific humidity, and precipita-
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FIG. 3. PDFs of temperature and precipitation rates in different geographical regions (see Fig. 2) for high and low
NAO index winters. (a), (b), (c) Temperature and (d), (e), (f ) precipitation PDFs calculated from monthly mean values
inside of each region. The PDFs for the high NAO index (light gray bars) and the results for the low NAO index (dark
gray bars). Note the different scales on the axes.

tion are decomposed into their principal components by
EOF analysis in order to find nearly homogeneous cli-
mate regions. The resulting regions are depicted in Fig.
2. For each of those areas, probability density functions
(PDFs) of monthly temperatures and precipitation rates
have been estimated (Kleppek 2001). A composite anal-
ysis was performed relative to the NAOI: Months with
NAO index values exceeding plus (minus) 1 standard

deviation are assigned to the high (low) NAO data sub-
sets. The PDFs are estimated for both subsets using a
Gaussian kernel (Silverman 1986). Note that all points
of the 2.58 3 2.58 grid laying inside of the rectangles
are used rather than the areally averaged data. Figure 3
depicts the results for the regions of Scandinavia, Spain,
and the east Atlantic sector around Iceland and the British
Isles. Scandinavia is characterized by shifts in the PDFs
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of temperatures from lower values during weak NAO
months to higher values during times of strong NAO.
The bimodality in the PDF is due to the climatic differ-
ences between the north and south of this region. The
precipitation PDFs suggest that high precipitation rates
are more frequent and more extreme during high NAO
phases (Figs. 3a and 3d).

The influence of the NAO on the climate of the Ibe-
rian Peninsula is stronger on precipitation than on tem-
peratures (Figs. 3b and 3e). High precipitation rates oc-
cur more frequent in the weak NAO phase than in the
strong NAO phase. Temperature PDFs show just small
differences. During high NAO seasons higher temper-
atures prevail, but there is less evidence for changes in
the extremes.

The third region of interest is the eastern North At-
lantic sector, including the British Isles. The temperature
changes are similar to those observed in the PDFs of
southwest Europe with preferred values above the mean
during strong NAO winters (Fig. 3c). On the other hand,
precipitation characteristics are comparable to the dif-
ferences in Scandinavia (Fig. 3f). The results are in
agreement with the outcomes of Hurrell (1995), who
has investigated the influence of the NAO on European
temperatures and precipitation using European Centre
for Medium-Range Weather Forecasts (ECMWF) data
from 1979 to 1993. The NCEP–NCAR reanalysis data,
however, are available for more than 50 yr now and
allow an even closer assessment of the statistical prop-
erties. The precipitation reanalysis data may be of a
lower standard than temperatures, but they should be of
sufficient quality for the purpose of the presented com-
posite analysis, unless any systematic errors in the pre-
cipitation depend on the strength of the NAO.

In short, we expect that proxies from the above re-
gions are exposed to different climatic variations con-
nected to the NAO. Thus, it seems reasonable to group
the proxies in accordance with the climatic evidence.
Comparing the resulting regional reconstructions among
each other can help to attribute some of the observed
discrepancies in the published NAO reconstructions (see
section 4). However, it must be remembered that the
identification of the regions is probably biased toward
an unprecendented anthropogenically forced climate
state. In preindustrial times, the selected regions might
have shown different climatic responses to the NAO.
Other regions could have shown a larger impact of the
NAO. Thus, the proxy selection and regional grouping
itself could be biased (COOK; Cook 2003).

3. Results

The signal that we want to reconstruct is an index of
decadal NAO variability. We chose the updated winter
(December–March) NAOI of the years 1825–1978 de-
fined by Jones et al. (1997) to represent the climate signal
of NAO (available online at http://www.cru.uea.ac.
uk/;timo/projpages/naopupdate.htm). The winter season

is used because the NAO is strongest during the Northern
Hemisphere cold season (Hurrell and van Loon 1997).
Although the annual resolution of the proxies might favor
the reconstruction of an annually averaged NAO index,
we prefer the winter season. An extensive number of
dynamical, observational, and modeling studies put their
emphasis on the winter season. We believe that a recon-
struction of the winter season is, therefore, more impor-
tant than annual means.

According to the regional differences we split the
proxy ensemble into four regional groups: Greenland (5
proxies, hereafter GR), Scandinavia (11 proxies, here-
after SC), the British Isles and Belgium (4 proxies, here-
after BB), and Spain (23 proxies, hereafter SP). Note,
however, that the assemblage of the BB trees is still a
trade-off between the climatic and statistical obligations.
Two tree-ring chronologies from Scotland were avail-
able over the period of 1700–1978. We added two chro-
nologies from Belgium, a location with an analogous
climatic impact of the NAO.

A reconstruction of the NAOI is performed for each
region separately and the four resultant time series are
finally averaged. The simple average from the four re-
constructions is calculated and rescaled to the wavelet
variance of NAO index (denoted mean reconstruction).
We also tested a weighted averaging according to Eqs.
(1) and (2). Minor differences in the reconstructions
were found (not shown). The years 1902–78 are chosen
as the calibration period, and the years 1825–1901 are
reserved for the model validation and vice versa. In-
terchanging both periods permits assessing (at least to
some extend) the robustness of the calibration proce-
dure. It may also help to uncover problems arising from
the nonstationary twentieth-century climate change
(COOK; Rutherford et al. 2003).

The mean reconstruction, based on the calibration
years 1902–78 (denoted as R1a), approximates the
wavelet (scale j 5 3) coefficients of the NAO quite well.
The correlation is r 5 0.87 for the calibration period
(Table 1). The validation process reveals that the model
performance decreases outside the calibration period.
The correlation coefficient for the validation period is
0.57. This is above the 2.5% significance level estimated
by the Monte Carlo simulation. But it clearly demon-
strates that the noise component in the reconstruction
is still large. Using the nineteenth-century years for cal-
ibration and 1902–78 for the validation instead (this
reconstruction will be denoted as R1b), the difference
between the correlations in both periods is considerably
reduced (see Table 1) and more than 57% of the signal
variance is reproduced by the reconstruction. The cor-
responding reconstructed decadal-scale time series are
depicted in Fig. 4. Note that the wavelet coefficients
have been transformed back, according to Eq. (A6) of
the appendix.

The regional time series reconstruction provide some
further insight into the reconstruction process. Obvi-
ously, the GR reconstruction is the most robust one
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TABLE 1. Correlation statistics for different NAO index reconstruc-
tions on wavelet scale W3 (8–16-yr bandpass). Reference index is
the winter (DJFM) NAO index after Jones et al. (1997). Respectively,
GR, SC, BB, and SP refers to the reconstruction from Greenland,
Scandinavia, British Isles and Belgium, and Spain. Here, R1a (R1b)
is the mean of the regional reconstructions based on the 1902–78
(1825–1901) calibration period; R2a and R2b are the mean recon-
structions from the unfiltered calibration procedure described in sec-
tion 4. COOK and LUT are the reconstructions from Cook et al.
(2002) and Luterbacher et al. (2002). Significant correlations (esti-
mated from the Monte Carlo simulations described in the text) are
marked with * (5%) and ** (2.5%).

1825–1901

Calibration Validation

1902–78

Calibration Validation

GR
SC
BB
SP
R1a/R1b
R2a/R2b

0.59**
0.58**
0.34
0.60**
0.76**
0.71**

0.45
0.39
0.18
0.30
0.57**
0.46

0.59**
0.67**
0.35
0.65**
0.87**
0.82**

0.54*
0.53*
0.18
0.59**
0.77**
0.69**

COOK
LUT

0.80**
0.69**

0.75**
0.88**

FIG. 4. Time series of the reconstructed winter (DJFM) NAO index
for the decadal-scale variability (third-level details of the MODWT):
the mean reconstruction, rescaled to the NAO index from Jones et
al. (1997) (vertical bars), and reconstructions from Greenland ice
cores (GR), Scandinavian trees (SC), British and Belgian trees (BB),
and Spanish trees (SP). The thick lines are reconstructions with re-
spect to the calibration period 1902–78, and the thin lines are the
calibration period of 1825–1901.

concerning the interchange of the calibration period.
The tree-ring reconstructions from Scandinavia and
Spain are rather sensitive. Surprisingly, the reconstruc-
tion based on the four BB ring-width series shows a
rather good agreement between both calibrations, albeit
having the smallest correlations to the NAO signal. We
believe that the observed sensitivity is an expression of
the changed NAO-proxy relationships during the twen-
tieth century, a result that supports the previous ideas
of COOK, Zorita and González-Rouco (2002), and
Rutherford et al. (2003).

An encouraging result is that the mean reconstructed
index is able to reproduce the phase and amplitude of
the large anomalies. There are a few features of this
time series to be mentioned. The eighteenth-century de-
cadal fluctuations are of the same amplitude as those of
the nineteenth and twentieth century. One of the stron-
gest positive anomalies occurred in the 1730s and is
comparable with the peaks around 1835 and 1922 (the
positive phase in the 1920s was the second strongest
observed event of the twentieth century after the late
1980/1990 event). However, the regional reconstruc-
tions unmask the puzzling characteristics of such events.
Whereas the positive peak at 1920 is present in all re-
constructions except for Spain, the positive phase of the
1830s is not reproduced by the British and Belgian prox-
ies, and the early event around 1735 is due to the large
amplitudes of the tree-ring reconstructions. Thus, there
is no unique signal contribution from spatially separated
proxies to the mean reconstruction. The consequences
of this incoherent temporal representation of the NAO
signal is discussed in the next section, where we will
compare our index with recently published reconstruc-
tions. Finally, it will be shown that our prefiltered re-
construction method is advantageous to the procedure

that utilizes unfiltered data, at least on the decadal time
scale.

4. Discussion

Two aspects about the reconstruction have to be dis-
cussed. First, the performance of the new reconstruction
method (i.e., using prefiltered time series instead of un-
filtered time series in the calibration) is analyzed. Sec-
ond, how well does the reconstruction match existing
NAOI reconstructions? For this purpose, two recently
published time series from LUT and COOK will serve
as reference values. Because our reconstruction is lim-
ited to the decadal variability, the comparison is re-
stricted to the 8–16-yr bandpass-filtered time series of
these NAO index reconstructions.

The advantages of the prefiltering method over the
method of using unfiltered data have been quantified
with Monte Carlo simulations for the decadal-scale var-
iability (wavelet scale 3). We produced some artificial
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FIG. 5. Comparison of the reconstructed third-level wavelet co-
efficients (W3) of the NAO index: this study (R1a, R1b) and those
from COOK and LUT. Note that R1a (R1b) are the mean reconstruc-
tions calibrated in the 1902–78 (1825–1901) period.

proxies following the example of section 1 and assessed
the improvement attributable to the prefilter procedure.
We chose a white noise signal and created some artificial
proxy ensembles of varying member size M by adding
either red or blue noise of the prescribed global signal-
to-noise ratio (see Fig. 1 for further illustration). The
simulated time series were of the same length as the
used NAO index (154 yr). The artificial proxies were
processed in exactly the same way as the true data. The
simulations were repeated 1000 times and from the re-
sults we calculated first and second-order statistics of
the reconstruction correlation coefficients. The results
demonstrated that the prefiltering method is superior to
the model with the unfiltered data. Although the dif-
ference is rather moderate the spread of the estimated
correlation is considerably narrowed. One obtains more
accurate estimates with a smaller range of sample var-
iance. In order to assess the influence of the prefiltering
on the NAO reconstruction we also performed recon-
structions with unfiltered data for both calibration in-
tervals and applied the decadal-scale filter afterward.
The mean reconstructions, labeled with R2a (R2b) for
the calibration interval of 1902–78 (1825–1901), show
a reduced correlation in the verification periods com-
pared with the prefiltering results (see Table 1).

Next, we compare our reconstruction with those of
COOK and LUT. It should be mentioned that the LUT
reconstruction is based on a similar calibration interval
(1901–95). The COOK index instead uses the period of
1826–1974 for calibration. The wavelet coefficients of
these two reconstructions are shown in Fig. 5 together
with ours (R1a, R1b). At first glance, there is a good
agreement during the twentieth century but some dis-
crepancies can be found during the nineteenth and eigh-
teenth century, culminating in the period of 1740–60
where the largest differences occur in both the phase
and amplitude. Temporal variations in the linear rela-
tionships between two time series can be illustrated
when the correlation is estimated from data in different
temporal intervals. We adopt a data window of 77 yr
that is shifted in 1-yr steps along the time axis (running
correlation analysis). The wavelet correlation is esti-
mated for each data segment and assigned to the first
year of the interval (i.e., the correlation 1700–76 is
assigned to 1700). The window width is set to 77 yr
because smaller sample sizes are barely suitable for con-
fident correlation estimates. A test with larger window
widths indicated that our results are considerably robust
against moderate changes of the window width.

The correlation between LUT, COOK, and R1a/R1b
is characterized by three main features worthy of men-
tion. First, there is a decrease in the LUT–R1a corre-
lation when the data window leaves the calibration pe-
riod of 1902–78 (see top of Fig. 6, the drop during
1840–50). The use of nearly the same calibration in-
tervals (i.e., starting at 1901/02) in both reconstructions
might be responsible for this distinct step. The calibra-
tion correlations with the NAO index are positively bi-

ased (see Tabl. 1 for R1a and Fig. 2a in LUT). Thus,
including the calibration data raises the LUT–R1a cor-
relation. Second, the correlation between our recon-
struction and COOK is above the 5% significance level
(estimated with Monte Carlo simulations) back until
1750. The correlation with the COOK index is possibly
positively biased because of the use of some identical
proxies. The comparison with the LUT index is, there-
fore, more conservative and the correlation time series
shows no significant correlation during the years before
1825, except for the years 1700–40 (LUT–R1a). The
latter period is characterized by a restrengthening in the
correlation (above the significance level in the case of
R1a–LUT). Third, prior to 1740 a striking divergence
in the correlation occurs. The increase in LUT–R1a cor-
relation prior to 1740 is not found in the correlation
with COOK. In the latter case it breaks down from 0.5
to a level of 0.15 or even to 0 in case of the 1825–1901
calibration (R1b). Comparing LUT and COOK we find
a similar result with highly significant correlations ex-
cept for the first decades of the eighteenth century.
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FIG. 6. The 77-yr-window running correlations between the recon-
structions shown in Fig. 5. Correlations above 0.48 are statistically
significant at the 5% level (dotted line). The significance level has
been estimated from Monte Carlo simulations of independent white
noise processes passed through the same filter techniques as the re-
constructions. Note that the correlation index is assigned to the first
year of the moving data window (e.g., 1700 for the period of 1700–
76).

FIG. 7. Comparison of the prefiltering method and the unfiltered
calibration method. Shown are the 77-yr-window running correlations
with (top) LUT and (bottom) COOK: R1a (filled black circles) is the
reconstruction using the prefiltering method and R2a (open black
circles) used the unfiltered data in the calibration period of 1902–78.
The gray lines are the corresponding correlation results with respect
to the calibration period of 1825–1901 (R1b and R2b). Note that the
correlation index is assigned to the first year of the moving data
window (e.g., 1700 for the period of 1700–76).

These important features are independent of the recon-
struction method. The general features in the running
correlation are also present in case of the unfiltered cal-
ibrations (Fig. 7).

What can be learned from the intercomparison of the
reconstructions? The correlation statistics suggest that
there is a time-dependent reconstruction skill on the
decadal-scale variability. Several potential sources
might contribute to the fluctuations in the correlation.
The stochastic nature of correlation estimates is a lim-
iting factor for inferences from the running correlation
analysis. The choice of the data window length deter-
mines the second-moment statistics of the correlation
coefficients. The difficulties of interpreting running cor-
relations have been discussed by Gershunov et al.
(2001). They emphasize that the variance of the cor-
relation coefficient must carefully be tested against the
random noise hypothesis. With that in mind, transient
changes similar to the minimum around 1740 (Fig. 6,
top) might occur just by chance.

The most interesting feature is the early period from
1700 to 1740 where the correlation between LUT and
R1a is again significant, but on the other hand the cor-
relation with COOK is fading away. One could argue
that this is still in the range of random variations but
the exact timing of the disparity makes it rather unusual.
We believe that the discrepancy highlights the system-
atic differences in the spatial distribution of the proxy

networks. The majority of the proxies in LUT and R1a
(R1b) are located in the European sector, whereas the
COOK reconstruction makes use of the European and
North American proxy information. Cook et al. (1998,
2002) and also Cullen et al. (2000) argue that the quality
and the associated spatial pattern of the reconstructed
NAO depends on the spatial distribution of the proxy
locations. In this context, it has to be mentioned that
the number of predictors in the COOK reconstruction
has slightly changed during the eighteenth century. If
this caused systematic changes in the spatial distribution
of the predictors, a loss of agreement with R1a and LUT
would be possible. Unfortunately, we have no further
details about the change in the predictors in the COOK
reconstruction. Changes in the predictor network of
LUT might also cause temporal modifications in the
correlations.

Possible physical causes for time-dependent relation-
ships have also been proposed (Schmutz et al. 2000;
Cullen et al. 2000; LUT). Ancient changes in the lo-
cations of the NAO centers, similar to the recent shift
of the NAO in the 1970s (Hilmer and Jung 2000), would
disturb the stationarity assumption of the NAO-proxy
relations. This would lead to misinterpretations of the
proxy signal, depending on the proxy site locations.
Thus, our results hint at a possible change in the NAO-
proxy relationship. Consider that climatic impacts of the
NAO have changed in areas where the proxies are lo-
cated. As a consequence the covariability among proxies
from different regions could have changed as well. Due
to the underlying stationarity assumption the transfer
models would integrate those changes into the recon-
structions. In Fig. 8 we show the correlation between
the reconstructions and the central England temperature
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FIG. 8. The 77-yr-window running correlations between the winter
(DJFM) CET and the COOK reconstruction for the years of 1660–
1978 (gray) and between CET and the reconstructions of this study
based on the calibration period 1902–78: Mean reconstruction (solid),
Greenland region (gray dotted), and British Isles and Belgium
(dashed). Correlations above 0.48 are statistically significant at the
5% significance level (Monte Carlo test). Note that the correlation
index is assigned to the first year of the moving data window (e.g.,
1700 for the period of 1700–76).

(CET) time series (Manley 1974) of the winter season.
CET is highly correlated with the NAOI (Jones and
Hulme 1997). Taking the regional reconstructions, there
is a remarkable stability for the BB time series but a
marked decrease in the correlation between CET and
the GR reconstruction. We have already noted in section
3 that the regional contributions to our mean reconstruc-
tion are time dependent. Here, we find some evidence
that decoupled climate variations are still present in re-
gional reconstructions. The COOK reconstruction and
the CET time series allow an extension of the analysis
back into the mid-seventeenth century. The results of
Fig. 8 support our idea that climatic variations are re-
sponsible for the disparities in the reconstructions but
uncertainties remain due to the data adaptive reconstruc-
tion methods of LUT and COOK. The correlation be-
tween LUT and CET, on the other hand, is considerably
strong in the seventeenth century, indicating the im-
portance of the CET series as a predictor in their re-
construction (not shown). The loss in correlation be-
tween COOK on the one hand and LUT and our re-
construction on the other may reflect a change in the
spatial character of the NAO. However, there are some
uncertainties remaining. Cook et al. (2002) indicate that
reconstructions based on twentieth-century calibration
periods could be biased. If the calibration of a transfer
model is purely derived from data that contain externally
driven climate variability the model can fail to repro-
duce the internal variability of the NAO. Note that this
is somewhat different to the conclusions of Rutherford
et al. (2003). They found minor problems arising from
calibrations in nonstationary time periods. However,
they required temperature data to reconstruct tempera-
ture data. In our case, we need to transform proxy data
that are only indirect indicators of the NAO variability.
Thus, there are two factors attributing to the bias. First,
if the internal climate modes were superimposed by ex-
ternally driven climate variability, proxies might fail in

reproducing the natural climate variability (Rutherford
et al. 2003). Second, any change in the response of the
proxies to the NAO would cause severe problems in the
NAO reconstruction. The second point seems to be the
determining factor in our case.

Climate variations of the atmospheric circulation or
changes in the probability distribution of circulation
modes induced by anthropogenic effects are likely to
project onto the natural mode of the NAO during the
twentieth century (Hsu and Zwiers 2001). From this fact
one would conclude that calibrations with the twentieth-
century data would be less representative in preindus-
trial times. Our calibration with the nineteenth-century
data, however, leads to even lower correlations in the
early decades of the eighteenth century. Additionally,
the comparison with the CET index indicates the same
correlation tendency toward lower values in early eigh-
teenth and late seventeenth century. Thus, it is hardly
conceivable that a pure bias in the calibration step results
in the observed differences in the reconstructions. The
model results from Zorita and González-Rouco (2002)
have highlighted the fact that temperatures are influ-
enced by external forcing factors (solar variability,
greenhouse gas concentrations, and volcanic activity)
more strongly in the European sector than in North
America. In their simulation with external forcing, tem-
peratures were less useful than precipitation data for
NAO reconstructions, especially when European tem-
peratures are included. The spatial pattern of the exter-
nally forced temperature anomalies resembles that of
NAO-driven temperature variability. The anomalies
preferably projects onto the NAO pattern in the Euro-
pean sector. Thus, temperature-sensitive proxies from
this region will give a misleading estimate of the NAO
state. This effect is most prominent on the longer (cen-
tennial) time scales in the model of Zorita and González-
Rouco (2002). But even on decadal scales this effect
should be present, because volcanic eruptions caused
decadal temperature variations during that period
(Crowley 2000). The years around 1715 mark the end
of the Late Maunder Minimum, where major changes
in the solar and volcanic forcing occurred and Northern
Hemisphere temperatures showed large variations (Lean
et al. 1995; Mann et al. 1998; Crowley 2000; Luter-
bacher et al. 2001; Shindell et al. 2001). This would
further explain the closer resemblance between LUT and
our reconstruction, because both mainly apply proxies
from Europe. The reduced correlation with the COOK
index at the beginning of the eighteenth (and late sev-
enteenth) century could be attributed to the use of prox-
ies from North America.

5. Summary and conclusions

A multiproxy reconstruction for the decadal varia-
tions of the NAO index has been presented. We applied
the maximum overlap discrete wavelet transform to ex-
tract the decadal-scale variability by prefiltering the time
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series. The bandpass-filtered reconstruction approach is
capable of reconstructing 32% of the decadal variance
of the NAO index. Time-dependent reconstruction skills
are found by comparison with reconstructions from
COOK and LUT. There are several possible explana-
tions for this temporal dependency. First, we have to
face the fact that some of the temporal fluctuations in
the correlation could be explained by the stochastic var-
iance in the correlation estimates. Second, reconstruc-
tions based on transfer models with time-dependent
proxy sets contribute to changes in the correlation. A
quantitative assessment of the effects induced by chang-
es in the proxy ensemble would ease the remaining un-
certainties in the intercomparison of reconstructions.
Despite these limiting factors, the most interesting as-
pects of our intercomparison are the diverging relation-
ships in the first half of the eighteenth century. We think
that changes in the climatic conditions are responsible
for this disagreement in the reconstructions, rather than
poorer reconstruction qualities alone. However, it has
to be kept in mind that the quality of some proxies might
also be changing with time due to biological effects,
changing numbers of tree-ring measurements in a chro-
nology (Bradley 1999; Briffa and Osborn 1999), or, for
example, diffusion processes in ice cores (Meese et al.
1997). The effect of the geographical distribution of the
proxies on the reconstruction, as discussed by COOK,
Mann and Rutherford (2002), and Zorita et al. (2003),
should be under examination in future studies. We ex-
pect that an extension of our reconstruction into the
seventeenth century could shed further light on the long-
term stability of the reconstruction accuracy. An as-
sessment of the various time scales of the NAO spectrum
will be necessary to test the reliability of the results.
Finally, we note that the wavelet filter approach allows
a comfortable multiscale decomposition of the time se-
ries and it is also well suited for shorter time scales. On
the longer scales, robust model fits require longer cal-
ibration intervals and, thus, the application is restricted
to the decadal scales so far. However, in order to test
the plausibility of our proposed ideas, a reconstruction
of the interdecadal time scales is necessary. In future,
a careful verification and error estimation will be needed
for the long-term variations in the NAO reconstruction.
Paleoclimatic NAO reconstructions would then supple-
ment the observations and model results concerning the
role of the ocean–atmosphere interaction for long-term
variations of the NAO and in the field of climate change
detection.
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APPENDIX

The Maximum Overlap Discrete
Wavelet Transform

We outline the basic concepts of the MODWT. A
further mathematical background is given in Percival
and Walden (2000). Let X be a N-dimensional vector
whose elements are given by a time series xt where t ∈
{0, 1, . . . , N 2 1} The jth-level MODWT wavelet
coefficients W j are the filter results of

N21

w 5 h8 x . (A1)Oj,t j,mod(t2u,N ) u
u50

Here, is the jth-level MODWT wavelet filterh8j,mod(t2u,N)

periodized to length N. The index mod(t 2 u, N) is t
2 u where t 2 u $ 0 and N 1 (t 2 u) elsewhere. This
results in a circular shift of the filter coefficients. The
filtering operation can be thought of a linear transfor-
mation in which xt is bandpass filtered in a temporally
localized range centered at t. The resulting wavelet co-
efficients are associated with changes in the time series
xt of scale 2 j21. Equation (A1) can be conveniently ex-
pressed in matrix notation as

W 5 W X,jj (A2)

with W j, a (N 3 N) matrix containing the circularly
shifted filter coefficients in its rows. Similarly,h8j,mod(t2u,N)

one can define the MODWT scaling coefficients by ap-
plication of the corresponding scaling filters

N21

y 5 g8 x , (A3)Oj,t j,mod(t2u,N ) u
u50

or equivalently in matrix form

V 5 V X.jj (A4)

The j th-level scaling coefficients are now associated
with averages of length 2 j. The scaling filter

is equivalent to a temporally localized low-g8j,mod(t2u,N)

pass filter. In this study the coiflet scaling and wavelet
filters of width L 5 6 are used. Computations are done
with the pyramid algorithm.

In applications, one has to limit the scale j. Larger
integer numbers j are associated with larger filter widths
Lj 5 (2 j 2 1)(L 2 1) 1 1 and, consequently, an upper
bound should be specified. Here, the largest scale j to
be analyzed is given by the condition Jo , log2[N(L 2
1)21 1 1], which ensures that at least one wavelet co-
efficient is not affected by the circularity condition.

One important characteristic of MODWT is the en-
ergy decomposition

J0

2 2 2\X\ 5 \W \ 1 \V \ , (A5)O j J0
j51



2168 VOLUME 17J O U R N A L O F C L I M A T E

where the squared norm of the vector \X\ 2 is the energy
of the time series given by . Note that for theN21 2S xt50 t

centered time series the energy is a measure of its var-
iance. The original time series can be recovered from
the wavelet and scaling coefficients by use of the com-
position formula

J0

T TX 5 W W 1 V V , (A6)O j Jj J0 0
j51

where ( ) is the matrix transpose of W j( ). TheT TW V Vj J J0 0

transformation of the j th-level wavelet coefficients yield
the so-called details of scale j of the analyzed time series
X. The jth-level details are the bandpass-filtered ver-
sions of the original time series with the frequency char-
acteristics prescribed by the jth-level wavelet filter.
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Sutton, 2002: Atmospheric GCM response to extratropical SST
anomalies: Synthesis and evaluation. J. Climate, 15, 2233–2236.

Lean, J., J. Beer, and R. S. Bradley, 1995: Reconstruction of solar
irradiance since 1610: Implications for climate change. Geophys.
Res. Lett., 22, 3195–3198.

Luterbacher, J., C. Schmutz, D. Gyalistras, E. Xoplaki, and H. Wan-
ner, 1999: Reconstruction of monthly NAO and EU indices back
to AD 1675. Geophys. Res. Lett., 26, 2745–2748.

——, R. Rickli, E. Xoplaki, C. Tinguely, C. Beck, C. Pfister, and H.
Wanner, 2001: The Late Maunder Minimum (1675–1715)—A



1 JUNE 2004 2169T I M M E T A L .

key period for studying decadal scale climatic change in Europe.
Climate Change, 49, 441–462.

——, and Coauthors, 2002: Extending North Atlantic Oscillation re-
constructions back to 1500. Atmos. Sci. Lett., 2, 114–124.

Manley, G., 1974: Central England temperatures: Monthly means
1659 to 1973. Quart. J. Roy. Meteor. Soc., 100, 389–405.

Mann, M. E., 2002: The value of multiple proxies. Science, 297,
1481–1482.

——, and S. Rutherford, 2002: Climate reconstruction using
‘Pseudoproxies.’ Geophys. Res. Lett., 29, 1501, doi:10.1029/
2001GL014554.

——, R. S. Bradley, and M. K. Hughes, 1998: Global-scale temper-
ature patterns and climate forcing over the past six centuries.
Nature, 392, 779–787.

Marshall, J., and Coauthors, 2001: North Atlantic climate variability:
Phenomena, impacts and mechanisms. Int. J. Climatol., 21,
1863–1898.

Meese, D. A., and Coauthors, 1997: The Greenland Ice Sheet Project
2 depth-age scale: Methods and results. J. Geophys. Res., 102,
26 411–26 423.

Metha, V. M., M. J. Suarez, J. V. Manganello, and T. L. Delworth,
2000: Oceanic influence on the North Atlantic Oscillation and
associated Northern Hemisphere climate variations: 1959–1993.
Geophys. Res. Lett., 27, 121–124.

Osborn, T., and K. Briffa, 2000: Revisting timescale-dependent re-
construction of climate from tree-ring chronologies. Dendro-
chronologia, 18, 9–25.

——, ——, S. Tett, P. Jones, and R. Trigo, 1999: Evaluation of the
North Atlantic Oscillation as simulated by a coupled climate
model. Climate Dyn., 15, 685–702.

Paeth, H., A. Hense, R. Glowienka-Hense, R. Voss, and U. Cubasch,
1999: The North Atlantic Oscillation as an indicator for green-
house-gas induced climate change. Climate Dyn., 15, 953–960.

——, M. Latif, and A. Hense, 2003: Global SST influence on twen-
tieth century NAO variability. Climate Dyn., 21, 61–75.

Percival, D. B., and A. T. Walden, 2000: Wavelet Methods for Time
Series Analysis. Cambridge University Press, 594 pp.

Pozo-Vázquez, D., M. J. Esteban-Parra, F. S. Rodrigo, and Y. Castro-
Dı́ez, 2001: A study of NAO variability and its possible non-
linear influences on European surface temperatures. Climate
Dyn., 17, 701–715.

Proctor, C. J., A. Baker, W. L. Barnes, and M. A. Gilmour, 2000: A
thousand year speleothem proxy record of North Atlantic climate
from Scotland. Climate Dyn., 16, 815–820.

Rodrigo, F., D. Pozo-Vázquez, M. Esteban-Parra, and Y. Castro-Dı́ez,
2001: A reconstruction of the winter North Atlantic Oscillation
index back to A. D. 1501 using documentary data in southern
Spain. J. Geophys. Res., 106, 14 805–14 818.

Rodwell, M. J., D. P. Rowell, and C. K. Folland, 1999: Oceanic
forcing of the wintertime North Atlantic Oscillation and Euro-
pean climate. Nature, 398, 320–323.

Rogers, J., 1984: The association between the North Atlantic Oscil-

lation and the Southern Oscillation in the Northern Hemisphere.
Mon. Wea. Rev., 112, 1999–2015.

Rutherford, S., M. Mann, T. Delworth, and R. Stouffer, 2003: Climate
field reconstruction under stationary and nonstationary forcing.
J. Climate, 16, 462–479.

Schmutz, C., J. Luterbacher, D. Gyalistras, E. Xoplaki, and H. Wan-
ner, 2000: Can we trust proxy-based NAO index reconstructions?
Geophys. Res. Lett., 27, 1135–1138.

Schneider, T., 2001: Analysis of incomplete climate data: Estimation
of mean values and covariance matrices and imputation of miss-
ing values. J. Climate, 14, 853–871.

Shindell, D. T., G. A. Schmidt, M. E. Mann, D. Rind, and A. Walpe,
2001: Solar forcing of regional climate change during the Maun-
der Minimum. Science, 294, 2149–2152.

Silverman, B. W., 1986: Density Estimation for Statistics and Data
Analysis. Chapman & Hall/CRC, 175 pp.

Sutton, R., and M. Allen, 1997: Decadal predictability of North At-
lantic sea surface temperature and climate. Nature, 388, 563–
567.

Timmermann, A., M. Latif, R. Voss, and A. Grötzner, 1998: North
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