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ABSTRACT

Coupling metrics are an established way to measure internal soft-

ware quality with respect to modularity. Dynamic metrics have

been used to improve the accuracy of static metrics for object-

oriented software. We introduce a dynamic metric NOI that takes

into account the number of interactions (method calls) during the

run of a system. We used the data collected from an experiment to

compute our NOI metric and compared the results to a static cou-

pling analysis. We observed an unexpected level of correlation and

significant differences between class- and package-level analyses.
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1 INTRODUCTION

Coupling [11]—the number of inter-module interactions in soft-

ware systems—has long been identified as a software quality metric

for modularity [10]. High cohesion and low coupling is a design

guideline in software engineering. For microservice architectures,

low coupling among microservices is of particular relevance [8, 9].

The coupling degree of a module (class or package) is usually

measured statically, based on source or compiled code. For object-

oriented software, static coupling measurement often fails to ac-

count for effects of inheritance with polymorphism and dynamic

binding [3]. Dynamic analysis addresses these issues, using moni-

toring logs generated during the run of the software. Usually, such

analyses use the data to detect the occurrence of methods calls, but

do not take the frequency of these calls into account.

We use dynamic analysis for weighted measurements and count

the number of interactions, NOI, during program execution. The

NOI coupling degree of a module A is the number of method calls

of A. This results in three flavors of the metric, considering import,

export, or combined coupling. NOI and static coupling degrees

are very different: A class with low static coupling degree does

not necessarily have low NOI coupling degree, since a method call

appearing once in the static analysis can be performed millions of
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times during runtime. Our analysis investigates the relationship

between our dynamic NOI metric and static coupling measures.

Contributions

Weperformed an experimentmonitoring usage of Atlassian JIRA [4]

over four weeks, and computed our NOI metric based on the ob-

tained data. We compared these results to static coupling degrees.

Our results show that NOI and static coupling are different but cor-

related. When considering package-level coupling, the correlation

is significantly stronger than for class-level coupling. A possible

interpretation of this result is that effects like polymorphism and

dynamic binding often do not cross package boundaries.

Related Work

Allier et al. [1] compare static and dynamic metrics. Dynamic (un-

weighted) metrics have been investigated in numerous papers (see,

e.g., Arisholm et al. [3] as a starting point, also the surveys by

Chhabra and Gupta [6] and Geetika and Singh [7]). Yacoub et al. [13]

use weighted metrics. However, to obtain the data, they do not use

runtime instrumentation but “early-stage executable models.” They

also assume a fixed number of objects during the software’s runtime,

while our approach also allows dynamic object instantiation.

2 INITIAL EXPERIMENTS

Our dynamic analysis is based on an experiment monitoring At-

lassian JIRA, version 7.3.0 [4] using the Kieker monitoring frame-

work [12] for dynamic analysis and Apache BCEL (Byte Code Engi-

neering Library) [2] for static analysis. The workload used for the

dynamic analysis contained 196,442,043 logged method calls, the

maximal throughput was 176,116 monitored actions per second.

Preliminary Results

A central goal of this paper is to study the relationship between

static and dynamic couplings. We compare two fundamentally dif-

ferent ways to measure coupling of modules:

(1) The static analysis counts, for each module A, the number

of modules B to which A is connected via a method call.

(2) Our dynamic analysis computes the NOI metric: For each

moduleA, it counts the number of interactions to anymodule

B during a given run of the system.

We first studied the distribution of coupling degrees in our two

types of analyses. For export coupling on a class level, the two

analyses lead to similar results (see Figures 1 and 2). The difference

between import coupling degrees was significantly higher. In the

figures, for the ratios α1 = 0.2%, α2 = 0.4%, . . . , αk = 100%, the bar
above the value αi indicates the ratio of modules whose coupling
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degree is between αi−1 (or 0 if i = 1) and αi (where 100% is the

maximal occurring degree). The dashed line indicates the position

of the mean coupling degree on the x-axis.
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Figure 1: Static coupling degree for classes
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Figure 2: Import NOI for classes

As a second analysis, we compared the coupling degrees of in-

dividual modules. Obviously, the raw numerical values cannot be

compared meaningfully. However, a key reason to use metrics is

to identify modules with the highest coupling degrees. Therefore,

we analyze the relationship between the ranks among the modules

in the two analyses: Each analysis yields a coupling-rank of the

modules, ranking the ones with highest coupling degree first. We

compare these ranks using the Kendall-Tau distance [5]. Values

smaller than 0.5 can be interpreted as the ranks being closer to

each other than expected from two random ranks. Values larger

than 0.5 indicate the opposite. Values further away from 0.5 im-

ply higher correlation. Depending on whether we aggregate at the

class- or package-level and on whether we consider import, export,

or combined coupling, we obtain the following six distance values:

class-level package-level

import 0.45 0.36

export 0.41 0.33

combined 0.41 0.33

Discussion

All distances are below 0.5, many of them significantly so. This,

and the coupling degree distribution, indicate a significant simi-

larity between our NOI metric and static coupling measures and

suggests that these different types of analyses are correlated. As

argued above, this was not necessarily to be expected. Hence, the

NOI coupling degree seems to give additional, but not unrelated

information compared to the static case.

In all three cases, the distance in the package case is smaller than

the distance in the class case, sometimes significantly. A possible

explanation is that in the package case, the object-oriented effects

that are often cited as the main reasons for performing dynamic

analysis are less present, as, e.g., inheritance relationships are often

between classes residing in the same package.

3 CONCLUSIONS

We compared static andNOImeasurements. Our preliminary results

suggest that dynamic coupling metrics complement their static

counterparts: Despite the large (and expected) difference, there is

significant correlation. This suggests that further study of dynamic

quantitative measurements is an promising line of research. In

particular, it will be interesting to investigate how these metrics

can be used to evaluate the quality of software systems.
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