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Summary

The Paris Agreement of 2015 has set the specific target to limit mean global warming

to well below 2°C, if not 1.5 °C above preindustrial levels in order to avoid the most

dangerous consequences of anthropogenic climate change (UNFCCC, 2015). The ac-

complishment of this target very likely depends on the future deployment of both car-

bon capture and storage (CCS) and intentional carbon dioxide removal (CDR), which

are measures that deliberately remove CO2 from the atmosphere and store it some-

where else (e.g., Fuss et al., 2014; Gasser et al., 2015), e.g., in geological formations

or the deep ocean (e.g., IPCC, 2005). To date, the technological development and fea-

sibility of such methods are in their infancy and thus uncertain regarding their effec-

tiveness,  costs,  side  effects,  and carbon-cycle  implications  (e.g.,  Field  and  Mach,

2017). A proposed carbon storage method for CO2 captured from large point sources

such as power plants or via some CDR method is ocean carbon sequestration by direct

CO2 injection into the deep ocean. This carbon storage method aims at the deliberate

acceleration of the natural oceanic uptake of anthropogenic CO2 by discharging it di-

rectly into the deep ocean (Marchetti, 1977; see section 1.3). Chapters 2 - 4 of this

thesis revisit this idea and provide a novel evaluation of direct CO2 injection into the

deep ocean that goes well beyond previous assessments.

Chapter 2 presents a modeling study that expands on the previously studied effects of

direct CO2 injection into the deep ocean on atmospheric and oceanic reservoirs and

also  considers  respective  carbon-cycle-  and climate feedbacks  between  the atmos-

phere and the terrestrial biosphere. This is of importance, because other studies have

shown that backfluxes from the land to the atmosphere in response to reducing atmo-

spheric CO2 can further offset the target atmospheric carbon reduction (e.g., Oschlies

et al., 2010). Furthermore, this study also looks at the injection-related changes in sea-

water carbonate chemistry.
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For  that  purpose,  we  use the University  of  Victoria  Earth System Climate Model

(UVic model) of intermediate complexity to simulate the direct injection of CO2 into

the deep ocean as a means of emissions reduction during a high CO2 emission sce-

nario.

The effectiveness (the fraction of injected CO2 that remains in the ocean) and seawa-

ter carbonate chemistry changes observed in this study are similar to previous studies.

However, this effectiveness only accounts for the injected CO2  and does not include

possible adjustments of fluxes of other carbon in the Earth system. Accordingly, we

define another effectiveness that accounts for all potential feedbacks of carbon fluxes

into and out of the ocean in response to the CO2  injections. From this carbon budget

perspective, we find that the targeted atmospheric CO2 reduction is never reached, in-

dicating that both injected carbon has been leaking from the ocean and that atmos-

phere-land and/or atmosphere-ocean carbon fluxes (relative to the control run) have

been affected by the reduction in atmospheric carbon.

The findings of this study show how feedbacks challenge a correct attribution of the

effect of direct CO2 injections on the targeted atmospheric carbon reduction.

Chapter 3 presents a modeling study that is the first one to look at the suitability and

injection-related biogeochemical impacts of direct CO2 injection into the deep ocean

as a means to bridge the gap between CO2 emissions and climate impacts of the Rep-

resentative  and Extended Concentration Pathway (RCP/ECP)  4.5 scenario and the

1.5°C climate target. Three conceptually different approaches for applying direct CO 2

injection  into  the  deep  ocean  to  meet  the  1.5°C  climate  target  on  a  millennium

timescale are simulated using the UVic model. The first approach assumes that all an-

thropogenic CO2 emissions are injected after a global mean temperature of 1.5°C is

exceeded for the first time, the second approach injects a mass of CO2 that prevents

global mean temperature from rising beyond 1.5°C, and the third approach injects an

amount of CO2  to enable that atmospheric CO2 concentrations follow the RCP/ECP

2.6 scenario as closely as possible. For each approach the cumulative CO2 injections

required are quantified and the collateral effects of the injections in terms of changes
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of oceanic pH and carbonate ion saturation state are determined to identify trade-offs

between  possible  benefits  at  the ocean surface and injection-induced harms in the

deep ocean. In sensitivity simulations, this study also investigates how CaCO 3 sedi-

ment and weathering feedbacks influence the cumulative mass of injected CO2 as well

as the impacts on ocean biogeochemistry in each approach.

The findings of this study demonstrate the massive amounts of CO2 that would need to

be injected into the deep ocean in order to reach and sustain the 1.5°C climate target

under an intermediate CO2 emissions scenario on such a timescale. These amounts in-

clude a high portion of outgassed CO2 that needs to be re-injected in order to maintain

the targeted state.

With respect to biogeochemical impacts, the results of this study show that there is a

trade-off between injection-related reductions in atmospheric CO2 levels accompanied

by reduced upper-ocean acidification and adverse effects on deep ocean carbonate

chemistry.  The inclusion of  CaCO3 sediment and weathering feedbacks,  i.e.,  feed-

backs that are always present in the real Earth system, are found to weaken the re-

quired cumulative CO2 injections and lead to the highest benefit in the upper ocean

and the lowest harm the intermediate and deep ocean.

Chapter 4 presents a study that investigates how well carbon-cycle feedbacks are rep-

resented in carbon-cycle models used in state-of-the-art integrated assessment models

(IAMs). Therefore, direct CO2 injection into the deep ocean is integrated in an eco-

nomic inter-temporal optimization model as proxy for ocean-based CDR measures.

Such  an  approach  allows  for  the  derivation of  optimal  CO2 injection  trajectories,

which go beyond previous assessments. Here, we account for the change in CO2 emis-

sions as a response to CO2 injection in the deep ocean and the potential extra amount

of CO2 injection required to compensate for outgassing. The investigation applies the

benchmark  IAM  DICE  (Dynamic  Integrated  Climate-Economy  model),  combined

with different box-model representation of the global carbon-cycle, to consider differ-

ent climate objectives: i) a cost-benefit framework with an endogenous level of cli-
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mate change, and ii) a cost-effectiveness framework with an exogenous level of cli-

mate change, as given by the 2°C goal. In order to validate this integrated assessment

of direct CO2 injection as proxy for ocean-based CDR measures, the derived atmo-

spheric  carbon  and  global  mean  temperature  trajectories  are  implemented  in  the

UVic-model.

The analyses reveal that the basic carbon-cycle models have significantly improved

over the past years. While with the carbon-cycle description of the DICE model in its

2013 version, there is  almost no difference between deep ocean CO2 injection and

geological storage, the carbon-cycle description of the most recent version (2017) dis-

played the effect of the emission reduction substitution and carbon-cycle feedbacks.

Accordingly, investigating deep ocean CO2 injection, and more generally CDR, ap-

pears to be sensible in such an integrated assessment framework, however, deriving

robust policy recommendation requires the validation with Earth system models.

Overall, this thesis illustrates the importance of the accounting for all carbon fluxes in

the carbon- cycle when deliberately reducing atmospheric CO2 and injecting the re-

moved CO2 into the deep ocean. This is especially highlighted by the fact that carbon-

cycle feedbacks as well as leakage would offset any targeted atmospheric carbon re-

duction and thus prevent direct CO2 injection from being 100 % efficient and capable

of reducing atmospheric CO2 by the injected amount.

Furthermore, the thesis explores the potential as well as injection-related side effects

of direct CO2 injection into the deep ocean to reach and maintain the  1.5°C climate

target on a millennium timescale. The large amounts of outgassed CO2, which would

need to be re-captured by additional CDR and subsequently re-injected into the deep

ocean in order to sustain the desired target, question the respective suitability of direct

CO2 injection. This re-injection also represents a burden for future generations since

re-injection would be necessary for centuries after the initial injection and its associ-

ated economical benefit from energy production.

Finally, there is a trade-off between potential benefits in the upper ocean and injec-

tion-related harms in the intermediate and deep ocean. This trade-off illustrates the
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challenge of evaluating the offset of local harm against global benefit, which is very

likely the subject of any CDR method. Accordingly, the results of this thesis contrib-

ute to the current scientific and political debate on the deliberate removal of atmo-

spheric CO2 in order to reach the agreed-upon climate goals.
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Zusammenfassung

Mit dem Pariser Klimaabkommen von 2015 wurde das spezifische Ziel festelegt, die

mittlere globale Erwärmung auf deutlich unter 2°C, möglichst  auf 1,5°C über dem

vorindustriellen Niveau zu begrenzen, um die gefährlichsten Folgen des anthropoge-

nen Klimawandels zu vermeiden (UNFCCC, 2015). Die Erreichung dieses Ziels hängt

sehr  wahrscheinlich  vom  zukünftigen  Einsatz  sowohl  der  CO2-Abscheidung  und

-Speicherung (carbon capture and storage, CCS) als auch von Carbon Dioxide Remo-

val (CDR) ab. Bei CDR handelt es sich um Maßnahmen, die der Atmosphäre gezielt

CO2 entziehen und an anderer Stelle speichern (z.B. Fuss et al., 2014; Gasser et al.,

2015), z.B. in geologischen Formationen oder im tiefen Ozean (z.B. IPCC, 2005). Die

technologische Entwicklung und Abschätzung der Durchführbarkeit solcher Metho-

den befindet sich in den Anfängen, so dass diese hinsichtlich ihrer Wirksamkeit, Kos-

ten, Nebenwirkungen und Auswirkungen auf den Kohlenstoffkreislauf ungewiss sind

(z.B. Field and Mach, 2017). Eine vorgeschlagene Methode zur Kohlenstoffspeiche-

rung im Meer für abgeschiedenes CO2 aus großen Punktquellen wie Kraftwerken oder

entnommenem CO2 aus  der  Atmosphäre durch eine  CDR-Methode  ist  die  direkte

CO2-Injektion in den tiefen Ozean. Diese Methode bezweckt, die natürliche ozeani-

sche Aufnahme von anthropogenem CO2 an der Grenzschicht Atmosphäre-Ozean zu

beschleunigen (Marchetti, 1977; siehe Abschnitt 1.3). Die Kapitel 2 bis 4 der vorlie-

genden Dissertation untersuchen diese Idee und präsentieren Ergebnisse zur direkten

CO2-Injektion in den tiefen Ozean, die weit über den bisherigen Wissensstand hinaus-

gehen.

Kapitel 2 stellt eine Modellierungsstudie vor, die die zuvor untersuchten Effekte der

direkten CO2-Injektion in den tiefen Ozean auf atmosphärische und ozeanische Reser-

voire erweitert und auch entsprechende Kohlenstoffkreislauf- und Klima-Rückkopp-

lungen zwischen Atmosphäre und terrestrischer Biosphäre berücksichtigt. Dies ist von
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Bedeutung, da andere Studien gezeigt haben, dass Rückflüsse vom Land in die Atmo-

sphäre als Reaktion auf die Reduzierung des atmosphärischen CO2 die angestrebte

Reduktion des atmosphärischen Kohlenstoffs weiter verringern können (z.B. Oschlies

et  al.,  2010).  Darüber  hinaus untersucht  diese Studie auch  die injektionsbedingten

Veränderungen in der Meerwasser-Karbonatchemie.

Das  University  of  Victoria  Erdsystemmodell  mittlerer  Komplexität  (UVic-Model)

wird verwendet,  um die direkte CO2-Einleitung in den tiefen Ozean als Mittel zur

Emissionsreduzierung während eines hohen CO2-Emissionsszenarios zu simulieren.

Die Ergebnisse in Bezug auf die Effektivität (Anteil an injiziertem CO2, der im Ozean

verbleibt) und Veränderungen in der Meerwasser-Chemie sind vergleichbar mit frü-

heren Studien. Diese Effektivität betrifft allerdings nur das injizierte CO2 und berück-

sichtigt  keine  möglichen  Veränderungen  anderer  Kohlenstoffflüsse  im  Erdsystem.

Daher wird eine Effektivität der Methode definiert, die alle möglichen Rückkopplun-

gen von Kohlenstoffflüssen in und aus dem Ozean als Reaktion auf die CO2-Injektio-

nen  berücksichtigt.  Aus  dieser  Perspektive  des  Kohlenstoffhaushalts  wird  die  an-

gestrebte CO2-Reduzierung in der Atmosphäre jedoch nicht erreicht, was darauf hin-

deutet, dass sowohl etwas von dem eingeleiteten CO2 ausgegast ist als auch dass die

Kohlenstoffflüsse  zwischen Atmosphäre-Land und/oder  Atmosphäre-Ozean (relativ

zur Kontrollsimulation) verringert wurden.

Die Ergebnisse dieser Studie zeigen, wie schwierig die Zuordnung der Kohlenstoff-

flüsse als Folge des zusätzlich injizierten CO2 ist.

Kapitel 3  stellt  eine Modellierungsstudie vor, die als erste  das Potenzial sowie die

einhergehenden biogeochemischen Nebenwirkungen direkter CO2-Injektionen in den

tiefen Ozean untersucht, um die Lücke zwischen den CO2-Emissionen und Klimaaus-

wirkungen des Repräsentativen und Erweiterten Konzentrationspfades (Representati-

ve  and  Extended  Concentration  Pathway,  RCP/ECP)  4.5  und  des  1,5°C  Ziels  zu

schließen. Zu diesem Zweck werden drei konzeptionell unterschiedliche Ansätze für
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direkte CO2-Injektionen in den tiefen Ozean zur Erreichung und Erhaltung des 1,5°C

Ziels über einen Zeitraum von 1000 Jahren mit Hilfe des UVic-Models simuliert.

Der erste Ansatz geht davon aus, dass alle anthropogenen CO2-Emissionen injiziert

werden, nachdem eine globale Mitteltemperatur von 1,5°C zum ersten Mal überschrit-

ten wurde, der zweite Ansatz injiziert eine Menge an CO2, die verhindert, dass die

globale Mitteltemperatur weit über 1,5°C ansteigt, und der dritte Ansatz injiziert so

viel  CO2,  dass  die  atmosphärischen  CO2-Konzentrationen  dem  RCP/ECP  2.6

möglichst genau folgen.

Für jeden Ansatz werden die erforderlichen kumulativen CO2-Injektionen quantifi-

ziert sowie die Nebenwirkungen der Injektionen untersucht,  um so Grundlagen für

eine Bewertung der potenziellen Vorteile an der Meeresoberfläche gegenüber den in-

jektionsbedingten Schäden im tiefen Ozean zu ermöglichen. Des Weiteren wird in

dieser Studie anhand von Sensitivitätssimulationen untersucht, inwieweit CaCO3 Se-

dimente und Verwitterungsflüsse die kumulativen CO2-Injektionen sowie die biogeo-

chemischen Auswirkungen durch Rückkopplungen beeinflussen.

Die Ergebnisse dieser Studie verdeutlichen die massiven Mengen an CO2, die in den

tiefen Ozean injiziert werden müssten, um das 1,5°C Ziel unter einem mittleren CO 2-

Emissionsszenario auf einer tausendjährigen Zeitskala zu erreichen und aufrechtzuer-

halten. Diese Mengen beinhalten einen hohen Anteil an ausgegastem CO2, das erneut

injiziert werden muss, um das angestrebte Ziel aufrechtzuerhalten.

Hinsichtlich der biogeochemischen Auswirkungen zeigt sich, dass es einer Abwägung

bedarf  zwischen  einer  injektionsbedingten  Reduktion  des  atmosphärischen  CO2-

Gehalts bei gleichzeitiger Verringerung der oberflächennahen Ozeanversauerung so-

wie den negativen Auswirkungen auf die Karbonatchemie im tiefen Ozean.

Die Berücksichtigung der CaCO3-Sediment- und Verwitterungsrückkopplungen, d.h.

Rückkopplungen, die im realen Erdsystem immer vorhanden sind, verringern die er-

forderlichen kumulativen CO2-Injektionen und führen zum höchsten Nutzen im obe-

ren Ozean und den geringsten Schäden im mittleren und tiefen Ozean.
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Kapitel 4  präsentiert eine Studie, die untersucht, wie gut die Rückkopplungseffekte

des Kohlenstoffkreislaufs in Kohlenstoffkreislaufmodellen dargestellt werden, die in

modernen integrierten Bewertungsmodellen (integrated assessment model, IAM) ver-

wendet werden.

Zu diesem Zweck wird die Methode der CO2-Injektion in den tiefen Ozean in ein öko-

nomisches inter-temporales Optimierungsmodell integriert und als Proxy für ozeanba-

sierte  CDR-Methoden verwendet.  Die Integration in einen solchen integrierten Be-

wertungsrahmen ermöglicht es, endogen bestimmte Trajektorien für die CO2-Injektion

zu bewerten, was über bisherige Untersuchungen hinausgeht.  Diese Studie berück-

sichtigt  die  wirtschaftlich  motivierte  geringere  Reduktion  der  CO2-Emissionen  als

Reaktion auf die CO2-Injektion in den tiefen Ozean und die potenzielle zusätzliche

Menge an CO2-Injektion, die erforderlich ist, um das ausgegaste CO2 zu kompensie-

ren. Die Studie verwendet das IAM DICE (Dynamic Integrated Climate-Economy

Model),  das im Hinblick auf die Anwendungshäufigkeit in der sozioökonomischen

Literatur  des  Klimawandels  als  Standardmodell  bezeichnet  werden  kann.  In  der

Untersuchung  wird  DICE  mit  verschiedenen  Box-Modellen  kombiniert,  die

essentielle Prozesse des globalen Kohlenstoffkreislaufs unterschiedlich parametrisie-

ren. Innerhalb der Untersuchung wird zwischen folgenden Entscheidungsansätzen un-

terschieden: i) ein Kosten-Nutzen-Ansatz mit endogenem Niveau des Klimawandels

und ii) ein Kosten-Effektivitäts-Ansatz mit exogenem Niveau des Klimawandels, wie

dieser  durch  das  2°C-Ziel  vorgegeben  wird.  Um diese  integrierte  Bewertung  der

direkten CO2-Injektion als Proxy für ozeanbasierte CDR-Maßnahmen zu validieren,

werden die daraus abgeleiteten atmosphärischen Kohlenstoff-  und globalen Mittel-

temperaturverläufe in das UVic-Modell implementiert.

Die Analysen zeigen, dass sich die Darstellung des Kohlenstoffkreislaufs in IAMs in

den letzten Jahren deutlich verbessert hat. Während es bei der Beschreibung des Koh-

lenstoffkreislaufs  des  DICE-Modells  in  der  Version 2013  fast  keinen  Unterschied

zwischen der CO2-Injektion in den tiefen Ozean und der geologischen Speicherung

gibt, zeigt die Beschreibung des Kohlenstoffkreislaufs in der neuesten Version (2017)

den Substitutionseffekt von Emissionsreduzierung und Rückkopplungen im Kohlen-
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stoffkreislauf. Dementsprechend erscheint die Untersuchung von CO2-Injektion in den

tiefen Ozean sowie von CDR im Allgemeinen in einem solchen integrierten Bewer-

tungsrahmen sinnvoll, jedoch erfordert die Ableitung einer robusten politischen Emp-

fehlung eine Validierung mit Erdsystemmodellen.

Insgesamt veranschaulicht  diese Dissertation,  dass für die Bewertung der gezielten

CO2-Entnahme aus der Atmosphäre und der Injektion des entfernten CO2 in den tiefen

Ozean alle Kohlenstoffflüsse im Kohlenstoffkreislauf berücksichtigt werden müssen.

Dies wird vor allem deshalb notwendig, da Rückkopplungen im Kohlenstoffkreislauf

sowie  ausgegastes  CO2 dem atmosphärischen  CO2-Reduktionsziel  entgegenwirken

und somit verhindern, dass die direkte Einleitung von CO2 in den tiefen Ozean zu

100 % effizient und damit in der Lage ist, das atmosphärische CO2 um die injizierte

Menge zu reduzieren.

Darüber hinaus untersucht diese Dissertation das Potenzial und die injektionsbeding-

ten Nebenwirkungen der direkten CO2-Injektion in den tiefen Ozean, um das 1,5°C

Ziel über einen Zeitraum von 1000 Jahren zu erreichen und aufrechtzuerhalten. Insbe-

sondere muss berücksichtigt werden, dass die CO2-Einleitung in den tiefen Ozean mit

großen Mengen an ausgegastem CO2 einhergeht, das dann der Atmosphäre durch zu-

sätzliches CDR entzogen und anschließend erneut in den tiefen Ozean injiziert wer-

den müsste, um das gewünschte Klimaziel aufrechtzuerhalten. Wegen der zeitlichen

Ungleichverteilung von zu vermeidenden Emissionen und der Wiedereinleitung des

ausgegasten CO2 geht die hier untersuchte Methode von CO2-Einleitungen in den tie-

fen Ozean mit erheblichen ökonomischen Lasten für zukünftige Generationen einher.

Darüber hinaus gilt es zwischen dem potenziellen Nutzen im oberen Ozean und injek-

tionsbedingten Schäden im mittleren und tiefen Ozean abzuwägen.

Diese Überlegungen und Abwägungen veranschaulichen die Herausforderungen, die

mit  der  Bewertung  der  verschiedenen  CDR  Methoden  einhergehen:  Keine  der

Methoden ist perfekt, und es muss zwischen lokalem Schaden und globalem Nutzen

abgewogen werden. Dementsprechend tragen die Ergebnisse dieser Arbeit auch zur

aktuellen wissenschaftlichen und politischen Debatte über die CDR Methoden bei, die

zwar  für  die  Erreichung  ambitionierter  Klimaziele  unvermeidbar  erscheinen,

gleichzeitig aber Nebenwirkungen haben.
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 1 Introduction

The introduction of this dissertation first briefly describes the scientific background

with  regard  to  the anthropogenic  perturbation of  the  global  carbon cycle  and  the

climate system. Second, the current options to address this perturbation are outlined,

which  provides  the  motivation  of  the  research  presented  in  the  Chapters  2  –  4.

Subsequently, the ocean carbon sequestration method of direct CO2 injection into the

deep ocean is introduced as well as the general tools (numerical models) that are used

for  the conducted  investigations.  The  last  section of  the introduction  presents  the

synopsis of the Chapters 2 – 4 and lists the respective author contributions.

 1.1 Scientific  background – anthropogenic  perturbation of the global

carbon cycle and the climate system

The earth’s  climate  is  strongly influenced  by the  abundance  of  greenhouse  gases

(GHG) in the atmosphere such as carbon dioxide (CO2), water vapor, methane (CH4)

and nitrous oxide (N2O), because these have a direct impact on the earth’s energy

balance (Hansen et al., 2005). Next to water vapor, atmospheric CO2 is considered to

be the most important GHG, which is due to its high abundance and long residence

time in the atmosphere,  when compared to other GHG (IPCC, 2013; Myhre et al.,

2013).

The atmospheric CO2 concentration is regulated by processes of the global carbon

cycle,  which  naturally  transfer  carbon  between  the  reservoirs  of  the  atmosphere,

ocean, and land on timescales from sub-daily to millennia, while carbon exchanges

with the lithosphere occur at longer timescales (Archer et al., 2009). This active cycle

has been roughly in steady state during the Holocene (starting 11,700 years ago) prior

to the onset of the industrial era (about 1750),  meaning that the sum of all carbon

fluxes in and out of each carbon reservoir of the Earth system, i.e. the atmosphere,

ocean and land, has been close to zero (Cias et al., 2013). This is as well represented
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in the preindustrial atmospheric CO2 concentration, which, expressed as a volume-

mixing ratio, has been around 280 ppmv with minor fluctuations around this level as

derived from ice-core measurements (Siegenthaler, 2005).

However,  anthropogenic  CO2 emissions  from  human  activities  (fossil  fuel

combustion, industrial processes and land-use change) have led to a rapid build-up of

CO2 in the atmosphere, mainly since the onset of the industrial era and in consequence

to  a perturbed  natural  carbon cycle (e.g.,  Archer  et  al.,  2009;  Cias  et  al.,  2013).

Between 1750 and 2016, these human activities have emitted a cumulative amount of

about 645 ± 80 Gt C into the atmosphere (Le Quere et al., 2017, in review). However,

less than half  (~ 40 %) of  these  anthropogenic CO2  emissions have stayed  in  the

atmosphere. The remaining 60 % of anthropogenic carbon have been approximately

evenly taken up by the terrestrial and oceanic carbon reservoirs (Le Quere et al., 2017,

in review). Accordingly,  the atmospheric CO2 concentration has increased from its

preindustrial value of about 280 ppmv to about 403 ppmv in 2016 (Le Quere et al.,

2017, in review; Fig. 1.1). This increase in atmospheric CO2 has caused an imbalance

in the earth’s energy budget, which has led to an observed increase in the global mean

temperature  of about  0.8°C  above  preindustrial  levels  (IPCC,  2013).  Further,  the

observed increase in the global mean temperature has caused many changes that are

detrimental for natural and human ecosystems and considerable concerns surround

these growing climate and ecosystem impacts (IPCC, 2014). The consequences of the

human-induced increase in atmospheric CO2 are referred to as anthropogenic climate

change.

As  illustrated in  Figure 1.1,  the atmospheric  CO2 concentration  would have been

about 157 ppmv higher in year 2016 and in turn the consequences of anthropogenic

climate change larger, if the ocean and land would not have taken up a significant

fraction of the anthropogenic CO2  emissions.  This highlights the importance of the

ocean  and  land  carbon  sinks  as  their  response  to  anthropogenic  CO2 emissions

regulates  the  atmospheric  CO2  concentration.  Consequently,  the  scientific

understanding of the mechanisms that control  the anthropogenic carbon uptake by

these natural sinks is essential in order to be able to make plausible predictions of

future trajectories of atmospheric CO2  and thus the extent of anthropogenic climate
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change (Houghton, 2007). The main processes that control the response of the ocean

and land to the anthropogenic CO2 perturbation are briefly described in the following.

Terrestrial  ecosystems  take  up  atmospheric  CO2  through  plant  photosynthesis  and

store carbon in living organisms and soils through biotic and abiotic processes (Cias

et  al.,  2013).  Plant  photosynthesis on land is  affected  by changes  in  temperature,

nutrients as well as light and water availability (Prentice et al., 2001). However, as

CO2  can be one of  the limiting factors  for  plant  growth in  terrestrial  ecosystems,

increased atmospheric CO2  concentrations stimulate photosynthesis and thus carbon

uptake. This process is known as the CO2 fertilization effect (Mathews, 2007) and is

also referred to as a negative carbon cycle feedback, because it decelerates the human-

induced increase in atmospheric CO2. This negative carbon cycle feedback has likely

accounted for a considerable share of the historical land carbon sink (Friedlingstein et

Figure 1.1: Overview of cumulative contributions to the global carbon budget from 1870 to 2016.

Note that the illustrated carbon imbalance represents the knowledge gap of current carbon sources

and carbon sinks. Taken from Le Quere et al. (2017, in review). 
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al., 2006). However, at CO2 concentrations of 800 to 1000 ppmv that are expected for

the end of this century under a business-as-usual  CO2 emission scenario,  the CO2

fertilization effect is likely to be saturated (Prentice et al., 2001). Another fertilization

effect is given by the increased availability of biologically active nitrogen, mainly

through  the  production  of  fertilizers,  which  increases  terrestrial  net  primary

productivity and thus carbon storage (e.g., Houghton, 2007; Cias et al., 2013). The

stored carbon on land is released to the atmosphere through respiration, including the

respiration  of  plants,  animals,  and  microbes  (largely  soil  respiration)  as  well  as

through fires (Prentice et al., 2001). However, the main mechanism is soil respiration

as such as if the temperature increases, the rate of soil respiration increases and thus

the carbon flux from land into the atmosphere (e.g., Jenkinson et al., 1991). Hence,

soil respiration functions as a positive (amplifying) climate-carbon cycle feedback.

Accordingly, anthropogenic CO2  emissions to the atmosphere lead to both negative

and  positive terrestrial  carbon cycle  feedbacks,  i.e.,  the biophysical  effect  of  CO2

helps to reduce CO2 in the atmosphere and the warming effect of CO2 results in a

carbon flux to the atmosphere.  To date, the CO2  fertilization effect is the dominant

carbon cycle feedback with the land taking up about ~ 30 % of anthropogenic CO 2

emissions (Cias et al., 2013; Le Quere et al., 2017, in review). However, it is highly

uncertain whether the land will continue to be a net carbon sink for anthropogenic

CO2 emissions or if it will switch to a net source of carbon into the atmosphere later in

this century (e.g., Carvalhais et al., 2014; Hagerty et al., 2014; Schimel et al., 2015).

With respect to the three carbon reservoirs that exchange carbon on timescales from

sub-daily to millennia (atmosphere, land, and ocean), the ocean is by far the largest,

containing about 38,000 Gt C (Cias et al., 2013). The large carbon storage potential of

the ocean  is well  known and is  due to  its  large volume and the  slightly  alkaline

behavior of seawater, which enables it to keep the ionic compounds of weak acids

such  as carbonic acid (H2CO3) in  solution  (Volk and Hoffert,  1985;  IPCC,  2005;

Heinze et al., 2015).

Over the ocean the uptake of anthropogenic CO2 occurs mainly via air-sea CO2 fluxes

that are driven by the gradient in partial pressure (pCO2) between the atmosphere and
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the ocean surface and amplified by the reaction of CO2 with seawater (Sarmiento and

Gruber, 2002).

After CO2  has entered the air-sea interface it quickly dissociates from carbonic acid

(H2CO3)  into  three  main  chemical  species,  which  are  cumulated  as  dissolved

inorganic carbon (DIC) (e.g., Heinze et al., 2015). Due to the ocean’s buffer factor,

less than 1 % of the DIC exists as dissolved CO2 (CO2aq), about 91 % as bicarbonate

ions (HCO3
–), and about 8 % of carbonate ions (CO3

2–, ~ 8 %) (Prentice et al., 2001).

The chemical equilibrium between the different chemical species of DIC allows for

the high solubility  of CO2  in the ocean. However,  the more anthropogenic CO2 is

absorbed  by  the  ocean  the  lower  the  amount  of  CO3
2–

 becomes,  which  in  turn

decreases the buffer capacity of the ocean (Prentice et al., 2001). Further, this leads in

parallel  to  an  increase  in  hydrogen  ions  (H+),  causing  a  drop  in  ocean  pH.  This

phenomenon has been coined as ocean acidification and has reduced ocean surface pH

by about 0.1 units, relative to its preindustrial value of about 8.2 units (Caldeira and

Wickett,  2006;  Hofmann  and  Schellnhuber,  2010).  If  the  current  trend  in  CO2

emissions  stays  unmitigated  and  thus  continuous  to  follow  the  Representative

Concentration  Pathway (RCP)  8.5,  which is  a  high CO2 emission  scenario,  ocean

surface pH could further decline by about 0.3 to 0.5 units until the end of this century

(e.g., Bopp et al., 2013). How ocean acidification affects marine ecosystems and their

services is of major concern and is currently studied intensively (e.g., IPCC, 2011).

In contrast to the rapid uptake of anthropogenic CO2 through air-sea gas exchange at

the ocean surface,  the slow process  of  advection controls  the transport  of  surface

waters into the interior ocean.  This transport of CO2 enriched waters between the

ocean surface and deeper water columns is the bottle-neck for the oceanic uptake of

CO2 (e.g., Prentice et al., 2001; Houghton, 2007). This bottle-neck has given raise to

the idea of deliberately accelerating this slow natural process  by directly  injecting

CO2 into the deep ocean (Marchetti, 1977; see section 1.2.1).

However, the physio-chemical processes mentioned above that determine the uptake

capacity  of  anthropogenic  CO2 and  its  subsequent  transfer  into  deep  ocean  are

referred  to  as  the  solubility  pump,  which  acts  as  a  strong  negative  feedback  to
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anthropogenic climate change. Yet, as anthropogenic climate change progresses, the

strength  of  the solubility  pump will  very likely be  weakened  by positive  climate

feedbacks.  These relate to the reduced buffer capacity of the carbonate system, the

heat uptake induced increase in ocean surface temperatures that decreases the CO2

solubility,  and finally, the increase in vertical stratification, which slows down the

transport of anthropogenic CO2 into the deep ocean (e.g., Prentice et al., 2001; Cias et

al., 2013).

Although physio-chemical processes (solubility pump) dominate the uptake of

anthropogenic  CO2,  marine  biology  contributes  as  well  through  the  transfer  of

photosynthetically  produced organic matter  from the ocean surface to intermediate

and deep waters, i.e., the biological pump (Heinze et al., 2015). The net effect of the

sinking and remineralization of organic matter is the CO2 enrichment of deeper waters

when  compared  to  the  ocean  surface,  leading  to  a  reduced  atmospheric  CO2

concentration  (Houghton,  2007).  If  the  biological  pump  would  be  absent,  it  is

estimated  that  the  atmospheric  CO2  concentration  would  be  about  30  %  higher

(Sarmiento, 1993). However,  in contrast to the CO2  fertilization effect on terrestrial

ecosystems mentioned above, the human-induced increase in atmospheric CO2 has no

significant  fertilization  effect  on  marine  biological  productivity  (e.g.,  Houghton,

2007; Körtzinger, 2010; Heinze et al., 2015).

While the positive feedbacks to anthropogenic climate change (e.g., increase

in sea surface temperature and stratification) will to some extent decrease the ocean

sink for CO2 emissions, it is impossible that the ocean will transition from a carbon

sink  to  a carbon source (e.g.,  Cias  et  al.,  2013).  Actually,  over  longer  timescales

(millennia), most of the anthropogenic CO2 will end up in the ocean and eventually be

neutralized by the dissolution of calcium carbonate (CaCO3) sediments (e.g., Archer,

2009).

However, as the efficacy of the terrestrial and ocean carbon sink very likely decreases

in the near future, more anthropogenic CO2 will remain in the atmosphere, generating

larger  climate perturbations and more severe consequences for natural  and human

ecosystems (IPCC, 2014).
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Amid the concerns about dangerous and irreversible impacts of anthropogenic climate

change, scientists,  engineers and policy makers and others have been searching for

options that reduce the growing threat.

 1.2 Motivation – What are the options to address anthropogenic climate

change?

So far there have been two main options to address anthropogenic climate change:

mitigation and adaptation. The most straightforward option to limit climate change is

the  curbing  of  anthropogenic  greenhouse  gas  emissions  (mitigation).  Mitigation

includes for example the use of new less carbon intensive technologies and renewable

energies, improvement of energy efficiency, or changes of management practices or

consumer  behavior.  Yet,  in  light  of  insufficient  mitigation to  prevent  any climate

change, some countries need to adapt to current and future impacts of climate change

such as increased flood risks and sea-level rise (adaptation).  However,  until  today

mitigation  success  is  rather  low  (e.g.,  Peters  et  al.,  2013;  Riahi  et  al.,  2017),

questioning the ability to adapt to the corresponding rather extreme climate change

(Klein et al., 2014).

The Paris Agreement of 2015 has set the specific goal of limiting global warming to

well below 2°C, if not 1.5°C above preindustrial levels. This target range has been

chosen,  because  it  is  considered  to  significantly  reduce  the  risks  and  impacts  of

anthropogenic climate change (UNFCCC, 2015). Further, the <2°C climate target is

considered  to  ensure  sustainable  food  production  and  economic  development

(Rockström et al., 2009; Knutti et al., 2015; Rogelj et al., 2016). To date, the National

Determined Contributions (NDCs)  from all  countries,  which outline their  national

post-2020 climate action plan to climate mitigation in order to meet the <2°C climate

target, are the foundation of the Paris Agreement (Clemencon et al., 2016). If fully

realized,  the  current  NDCs  would  potentially  avoid  the  worst  effects  of  climate

change as projected in a business-as-usual world (4-5°C), but  still lead to a median

warming of 2.6 to 3.1°C by the year 2100 (Rogelj et al., 2016). Hence, these pledges

are  inadequate  to  meet the  agreed-upon  <2°C  climate  target  and  it  is  therefore
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questionable  if  conventional  mitigation alone  will  be  sufficient  enough to  comply

with the respective target (Horton et al., 2016).

A  useful  metric  that  has  been  derived from observational  records  and models  of

varying  complexity  directly  relates  the  primary  cause  of  anthropogenic  climate

change (CO2 emissions) to the change in global mean temperature (Allen et al., 2009;

Matthews et al., 2009; MacDougall, 2016). From this transient response to cumulative

carbon emissions (TCRE) it can be predicted that the total quota of CO2 emissions

from all sources (fossil  fuel combustion,  industrial processes and land-use change)

that  would comply with a 1.5°C target will be depleted in a  few years at  present

emission rates (Knopf et al., 2017). The total quota of CO2 emissions that would be

compatible with a 2°C target is expected to be used up in the next three decades at the

2014 emissions rates (Friedlingstein et al., 2014). Consequently, the chances to reach

the  agreed-upon  climate  targets  through  emissions  reductions  alone  are  shrinking

(Sanderson et al., 2016).

Accordingly, additional options are increasingly discussed to cope with anthropogenic

climate change. Under consideration is the large-scale deliberate manipulation of the

earth system,  referred to as Climate Engineering (CE), Geoengineering or Climate

Intervention.  CE  can  be  separated  into  radiation  management  (RM)  and  carbon

dioxide removal (CDR) methods whereby the latter are also discussed under the term

negative emission technologies.

RM methods aim to offset global warming by either causing the Earth to absorb less

solar radiation (Solar Radiation Management, SRM) or by enhancing the amount of

outgoing long-wave radiation into space (Long-wave Radiation Management, LRM).

Accordingly, RM methods target the symptoms of anthropogenic climate change and

would thus for instance leave ocean acidification unmitigated (Shepherd et al., 2009).

Interested readers are referred to  Rickels et  al.  (2011) and the National  Research

Council (2015a) and references therein.

CDR methods aim at the root cause of anthropogenic climate change by deliberately

removing CO2 from the atmosphere and storing it somewhere else (e.g., IPCC, 2005;

Gasser  et  al.,  2015).  Over  the  course  of  the  recent  CE debate,  the  various  CDR
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methods can be broadly separated into three main categories. The first one includes

methods that  seek to sequester  carbon in  the terrestrial  biosphere or the ocean by

enhancing  the  natural  carbon  uptake  mechanisms  (National  Research  Council,

2015b). To enhance natural carbon sinks is suggested, because as mentioned above

(see section 1.1), the terrestrial biosphere and ocean have already each taken up about

a quarter of the anthropogenic CO2 emissions since the onset of the industrial era (Le

Quere et al., 2017, in review). Further, both of these carbon sinks have the potential to

store additional carbon, although with environmental limitations (Keller et al., 2017,

in review). Prominent examples of such sink enhancement methods are afforestation

and  reforestation,  enhanced  terrestrial  weathering,  ocean  fertilization,  and  ocean

alkalinization.

The second category entails CDR methods that engineer the CO2 removal from the

atmosphere, ocean or land and its subsequent storage (Field and Mach, 2017). Such

methods are suggested because these may have smaller environmental limitations as

methods of the first category (Keller et al., 2017, in review). Prominent examples

include direct CO2 air capture with storage (DACS) and seawater carbon capture and

storage (National Research Council, 2015b).

The third category refers to another proposed method, bioenergy with carbon capture

and storage (BECCS), which relies on both the enhancement of natural processes and

technology.

None  of  the  CDR  methods  mentioned  above  have,  in  a  business-as-usual  CO2

emission scenario, the potential to reach the <2°C climate target, without significant

impacts on land, energy, water or nutrient resources (Fuss et al., 2014; Smith et al.,

2016; Williamson, 2016; Boysen et al., 2017a).

A  central  issue  of  CDR  methods  is  the  storage  of  the  removed  CO2 in  a  non-

atmospheric reservoir. It is still unclear if carbon storage can be created fast enough to

meet the mitigation demands that are compatible with the agreed-upon <2°C climate

target.  Consequently,  also  temporary  carbon  storage  sites  have  been  investigated

(Scott et al., 2015). Such storage sites could be especially of interest in regions where

CCS into geological formations proves unpractical (Israelsson et al., 2009). Further,
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carbon cycle feedbacks, saturation effects and outgassing of carbon may particularly

limit the effectiveness of CDR (Vichi et al., 2013; Fuss et al., 2014; Tokarska and

Zickfeld, 2015).

However, the idea of artificially increasing oceanic carbon uptake goes already back

into the year 1977. Cesare Marchetti, coining the term geoengineering in the context

of climate change, investigated direct CO2 injection into the deep ocean. The idea has

received some attention in the following years (e.g., Hoffert et al., 1979; Orr et al.,

2001;  IPCC,  2005),  but  is  currently  prohibited  by  the  London  Protocol  and  the

Convention for the Protection of the Marine Environment of the North East Atlantic

(OSPAR Convention) (Leung et al., 2014). However, ocean fertilization measures are

considered  to  be  too  limited  with  respect  to  their  potential  and  ocean  alkalinity

management  measures are considered to  be limited by their operational cost  (e.g.,

Renforth et al., 2013). Accordingly, revisiting the idea of direct CO2 injection into the

deep ocean could become an unavoidable option in the light of insufficient emissions

reductions.

This dissertation assesses the potential and risks of direct CO2 injection with a focus

on  i)  its  effectiveness  (leakage  vs.  C-cycle  feedbacks),  ii)  its  potential  to  meet

stringent  climate  targets,  and  iii)  its  role  in  the  context  of  climate  policies.  The

following subsections provide more insight  on direct  CO2 injections and state  the

specific research questions that are addressed in this dissertation.

 1.2.1 Direct CO2 injection into the deep ocean

Direct CO2 injection into the deep ocean refers to the idea of deliberately accelerating

the oceanic uptake of  atmospheric CO2 (Marchetti,  1977),  which occurs naturally,

albeit  at a  relatively slow rate limited by the sluggish overturning circulation (see

section 1.1).

As illustrated in Figure 1.2 this ocean carbon sequestration method includes i)  the

capture of CO2  from large point sources such as coastal  power plants or direct air
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capture  facilities,  ii)  the  transport  of  the  captured  CO2  via  pipeline  or  ship to  the 

injection site(s), and iii) the direct injection of CO2 into the deep ocean.

On millennial timescales, 65-80 % of anthropogenic CO2 is estimated to be absorbed 

by the ocean through air-sea-gas exchange at the ocean surface and by its subsequent 

transport into the deep ocean. On timescales of tens to hundreds of millennia, this 

amount eventually increases to 73-93% through the neutralization of acidified water 

masses with CaCO3 sediments (e.g., Archer et al., 2005; Zeebe, 2012). Direct injection 

could potentially accelerate this natural process by directly depositing CO2 in deep 

waters, some of which stay isolated from the atmosphere for hundreds of thousands of 

years  (DeVries  and Primeau,  2011;  their  Figure 12),  and by bringing it  in  closer 

contact with CaCO3 sediments. Accordingly, direct CO2 injection into the deep ocean 

would prevent anthropogenic CO2 from having an effect on the climate in the near 

future, and speed up eventual and nearly permanent removal through the chemical 

reaction with CaCO3 sediments (Archer et al., 1998; Archer, 2009). However, this is 

Figure 1.2: Schematic diagram of direct CO2 injections into the deep ocean.
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completely different from just avoiding CO2 emissions, because the injected CO2 has

been added to the carbon-cycle and may leak out  of  the ocean and influence  the

climate as well as other carbon cycle pathways. The effectiveness of this method is

determined by the fraction of  injected CO2  that  remains  in  the ocean.  Analysis of

ocean observations and model simulations agree that the effectiveness increases with

deeper injection (e.g., Orr, 2004; IPCC, 2005)

Although  the  carbon  sequestration  potential  of  the  ocean  is  well-known  (e.g.,

Sarmiento and Toggweiler, 1984; Volk and Hoffert, 1985; Sabine et al., 2004), direct

CO2 injections into the deep ocean is as mentioned above currently prohibited. This

legal ban is associated with the concern that deep-sea ecosystems such as cold-water

corals and sponge communities would be harmed by rapid pH reductions, at least in

the vicinity of the injection site(s) (e.g., IPCC, 2005; Schubert et al., 2006; Gehlen et

al., 2014).

However, as stressed by Keeling (2009) and Ridgewell et al. (2011) there are trade-

offs between injection-induced harms in the deep ocean and benefits  at  the ocean

surface through a reduction in atmospheric pCO2 and an accompanied decrease in

surface  ocean  acidification.  Such  trade-offs  should  be  carefully  evaluated  and

compared  to  other  mitigation  options,  that  likely  all  imply  offsetting  local  harm

against global benefits.

 1.2.2 Why simulate direct CO2 injection into the deep ocean?

Currently, international legislation (London Protocol etc.) prohibits the injection of

CO2 into the ocean. This leaves numerical simulations as the only feasible approach to

study the effectiveness of large scale CO2 injection into the ocean (e.g., Orr, 2004),

but also to quantify the intensity of local harm (at the injection sites), and the potential

of global benefit (mitigation of surface ocean acidification). Most likely, CO 2 would

be injected into the deep ocean. Waters there can remain isolated from the atmosphere

for  hundreds  to  thousands  of  years,  depending  on  the  injection  site  and  depth.

Studying the fate of injected CO2 hence naturally involves long timescales and global
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spatial  scales,  which  again  can  only  be  meaningfully  studied  by  numerical

simulations.  Further,  global warming is  expected to  change the intensity  of  ocean

circulation. Hence, the long-term fate of injected CO2 in a changing future ocean can

only be quantified by means of global ocean models.

In previous modeling studies of ocean CO2 injection, relatively simple 1-D vertical

box models (e.g., Hoffert et al., 1979) and 3-D global ocean circulation models (Orr,

2004) have been used with the focus on the effectiveness of direct CO2 injection as

well as injection-related changes in ocean chemistry (e.g., Orr et al., 2001; Orr 2004;

Jain and Cao, 2005; IPCC, 2005; Ridgwell et al., 2011). The use of 1-D vertical box

models for simulating direct CO2 into the deep ocean, however, does not allow for an

estimation of the effectiveness of different injection sites,  because the injected CO2

will spread with the global overturning circulation. The position of the injection sites

relative to the outcrop of the density horizon to which CO2 was injected will affect its

residence time. Conversely, 3-D ocean models describe the ocean circulation in three

dimensions and can hence be used to investigate the dependence of injection sites and

–depth  upon  the  effectiveness  (Orr,  2004).  However,  ocean-only  models  used  in

earlier  studies  did not  have  a land  component  and hence  did  not  include  a  fully

coupled carbon cycle. Accordingly, such models could not explore the influence of

oceanic  and terrestrial  carbon  cycle  feedbacks  on the  effectiveness  of  direct  CO2

injections.  This is of importance because a more comprehensive assessment of the

carbon sequestration and mitigation potential  of  direct CO2  injection also requires

accounting for the changes in all ambient carbon fluxes (Mueller et al., 2004; Vichi et

al., 2013).

The conducted investigations in this dissertation (see section 1.3) are based on an

Earth System Model of intermediate complexity (EMICs) with a fully coupled carbon

cycle and also state-of the art Integrated Assessment Models (IAMs).

EMICs close the gap between  the simplest  and the most  complex climate models

(Claussen  et  al.,  2002).  EMICs are complex enough  to  simulate  essential  climate

processes and feedbacks, however, they usually compromise on the complexity of one

or  more climate model  component,  e.g.,  the atmosphere.  However,  processes  that
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operate  within  the  Earth  System on  very  long  timescales  such  as  the  burial  and

dissolution of carbonate sediments and terrestrial weathering can only be integrated

by EMICs (Eby et al., 2013). The primary advantage of EMICs when compared to

more  complex  models is  due  to  the  fact  that  simulations  are  several  orders  of

magnitude faster  and can be conducted on standard computers.  Accordingly,  such

models are ideally suited for investigating direct CO2 injections into the deep ocean on

long timescale (see section 1.3)

A comprehensive assessment of direct CO2 injection into the deep ocean also

requires its integration in the context of respective climate policies. Common tools for

such  investigations  are  Integrated  Assessment  Models  (IAMs),  which  couple  the

economy and the climate system. Scientific simulations in Earth System models such

as in the study of Reith et al. (2017, see Chapter 2) are based on determined paths of

CO2 injection,  neglecting  therefore  socioeconomic  feedbacks  like  less  emission

reductions as response to ocean CO2 injection or more CO2 injection to compensate

for outgassing. Accordingly, comprehensive assessment of direct CO2 injection into

the  deep  ocean  requires  accounting  also  for  the  non-carbon  cycle  feedbacks.

However,  state-of-the-art  climate models  are too  computationally  expensive  to  be

used in economic analyses so that IAMs use simplified representations of the physical

climate system, including the global carbon cycle (Glotter et al., 2014). An important

issue with respect to direct CO2  injections is the suitability of carbon cycle models

applied in IAMs to capture the outgassing of injected CO2  as well as carbon cycle

feedbacks. Only a few carbon cycle models used in IAMs are capable of simulating

these effects. Carbon cycle models that rely on empirically derived impulse response

representations of the (oceanic) carbon cycle are not suitable, because those do not

allow to keep track of carbon removed into other reservoirs and outgassing of sinks.

While impulse response representations can capture non-linarites in the evolvement of

atmospheric  carbon,  box-type representations  become indispensable if  options like

direct  CO2 injections  are considered under accounting for  carbon-cycle feedbacks.

However,  box-type  models  suitable  to  be  included  in  IAMs can  only  mimic  the

various  complex  processes  of  the  global  carbon  cycle.  For  that  reason,  the

investigation of CO2 injection into the ocean in IAMs serves two mutually dependent
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research challenges: i) accounting for socio-economic feedbacks as response to CO2

injection into the deep ocean and ii) investigating how well the major feedbacks and

saturation  effects  of  the  carbon  cycle  are  captured  in  the  rather  simple  box-type

models used in IAMs.

 1.3 Chapter synopsis and author contributions

Chapter 2 presents a modeling study that investigates the long-term response of the

atmospheric,  oceanic  and  terrestrial  carbon  reservoirs  to  the  targeted  atmospheric

carbon reduction through direct CO2 injection into the deep ocean. Previous studies

have not considered carbon cycle and climate feedbacks between the atmosphere and

the  terrestrial  carbon  reservoir,  because  the  models  used  did  not  have  a  land

component.  However,  including  these  additional  feedbacks  is  important,  because

simulations  of  other oceanic carbon sequestration methods have demonstrated that

backfluxes from the terrestrial biosphere can partly offset oceanic carbon uptake and

thus prevent the targeted atmospheric carbon reduction from being achieved (Oschlies

et al., 2010).

For  that  purpose,  the  University  of  Victoria  Earth  System Climate  Model  (UVic

model) of intermediate complexity with a fully interactive carbon cycle is used to

simulate direct CO2 injection into the deep ocean as a measure of emissions mitigation

during the Representative and Extended Concentration Pathway (RCP/ECP) 8.5.

Following Orr et al. (2001) in the configuration of the CO2 injection scenarios, three

different sets of injection experiments with different injection depths (800m, 1500m,

and  3000m) are conducted to  simulate a  continuous  100-year  injection of  CO2 at

seven injection sites with individual injection rates (0.1 Gt C yr -1 per site). At the end

of the injection period, the simulations continue in order to follow global carbon cycle

dynamics for another 900 years. In additional parameter perturbation simulations, the

strength of the default terrestrial photosynthesis CO2 fertilization parameterization is

varied by ± 50 %. This allows for a better understanding of how differences in the
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response  of  the  terrestrial  biosphere  influence  the  targeted  atmospheric  carbon

reduction. Accordingly, Chapter 2 addresses two main research questions:

 How do carbon cycle feedbacks and backfluxes affect the effectiveness of ocean

carbon injection and thus the targeted atmospheric carbon reduction of 70 Gt C? 

 How  do  variations  of  the  default  CO2 fertilization  parameterization  alter  the

response of the terrestrial biosphere to the targeted atmospheric carbon reduction?

With respect to our experimental set-up the analyses reveal that the response of the

carbon  cycle  during  and  after  the  CO2 injections  is  dominated  by  the  partial

outgassing of injected CO2 and a reduced rate of air-sea gas exchange when compared

to the control simulation without injection. The models terrestrial ecosystems respond

to the injections and reduced atmospheric CO2 concentration through a decreased CO2

fertilization effect and a temperature related decrease in soil respiration. Accordingly,

we find that carbon cycle feedbacks and backfluxes in both land and ocean carbon

reservoirs decrease the targeted atmospheric carbon reduction of 70 Gt C by 16 to 30

%.  The  targeted  atmospheric  carbon  reduction  in  the  parameter  perturbation

simulations is found to be 0.2 and 2 % more at the end of the injection period and

about 9 % less to 1 % more at the end of the simulations. Furthermore, we observe

that the ocean unexpectedly took up carbon after direct CO2 injections are stopped in

some of the experiments, which is caused by an ocean deep convection event in the

Southern Ocean.

The results of the study demonstrate how challenging the attribution of carbon fluxes

and  accounting  for  injected  CO2 might  be  in  the  real  Earth  system.  Further,  the

findings stress the importance of accounting for all carbon fluxes in the global carbon

cycle  and  not  only  for  those  of  the  manipulated  reservoir  in  order  to  obtain  a

comprehensive assessment of direct CO2 injection into the deep ocean in particular

and also marine carbon sequestration in general.

This chapter is based on the paper: Reith, F., Keller, D. P., and Oschlies, A. (2016):

Revisiting ocean carbon  sequestration by direct  injection:  a global carbon  budget

perspective,  Earth  Syst.  Dynam.,  7,  797-812,  doi:  10.5194/esd-7-797-2016.  F.R.,

A.O.,  and  D.P.K.  conceived  and  designed  the  experiment.  F.R. implemented  and
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performed the experiments and analyzed the data.  F.R. wrote the manuscript  with

contributions from D.P.K. and A.O..

Chapter 3 presents a modeling study that is the first one to assess the feasibility as

well as the associated biogeochemical impacts of direct CO2 injection as a measure to

close the gap between the CO2 emissions and climate impacts of the RCP/ECP 4.5

CO2 emission scenario and the 1.5°C climate target. Accordingly, three conceptually

different  approaches for applying direct  CO2 injection  at  3000 m water  depth are

simulated using the UVic model: The first approach assumes that all CO2 emissions of

the RCP/ECP 4.5 are injected after the model-predicted global mean temperature of

1.5°C is exceeded for the first time, the second one injects an amount of CO2 such that

global  mean temperature does not rise well beyond 1.5°C,  and the third approach

injects  an  amount  of  CO2 in  order  to  closely  follow  the  atmospheric  CO 2

concentration of the RCP/ECP 2.6. All idealized approaches are designed to reach and

maintain the 1.5°C climate target on a millennium timescale. In additional sensitivity

runs, this study investigates the effect of CaCO3 sediment feedbacks and continental

weathering on the cumulative CO2 injections and on the biogeochemical impacts in

each approach. Respectively, Chapter 3 addresses the following research questions:

 How much CO2 would have to be injected into the deep ocean in order to reach

and maintain the 1.5°C climate target on a millennium timescale? 

 Are there trade-offs between potential benefits at the ocean surface (e.g., reduced

warming and acidification)  and injection-related harms in the intermediate and

deep ocean?

 How do sediment/weathering feedbacks  influence the required cumulative CO2

injections and the injection-related biogeochemical impacts?

Our analyses reveal that it would not be sufficient enough to inject all CO2 emissions

of the RCP/ECP 4.5 (964 Gt C in total) after a global mean temperature of 1.5°C has

been exceeded for the first time. Accordingly, we find that about 600 Gt C more (62

%) would have to be injected in order to reach and maintain the 1.5°C climate target

on a millennium timescale. However, this required mass includes an outgassed CO2

amount  of  about  602  Gt  C  that  needs  to  be  re-injected  in  order  to  sustain  the
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respective  climate  target.  With  respect  to  the  injection-related  biogeochemical

impacts, we observe that the pH in the upper ocean volume is increased by about 0.13

to  0.18  units,  relative  to  the  control  simulation.  Further,  this  increase  leads  to  a

significant increase in potential coral reef habitat size when compared to the control

run. However, these benefits come at the expense of strongly acidified water masses

of up to -2.37 units in the vicinity of the injection sites, which illustrates the trade-off

between the ocean surface and the intermediate and deep ocean. With respect to the

sensitivity runs, we observe that CaCO3 sediment and terrestrial weathering feedbacks

reduce the required CO2 injections that comply with the 1.5°C climate target on a

millennium timescale by about 11 %. Further, we find that the inclusion of CaCO3

sediment/weathering feedbacks leads to the highest benefit in the upper ocean and the

lowest harm in the intermediate and deep ocean.

Chapter 3 demonstrates the huge mass of CO2 that would need to be injected into the

deep  ocean  in  order  to  reach  and  maintain  the  1.5°C  climate  target  under  the

RCP/ECP  4.5  on  a  millennium  timescale.  Further,  it  illustrates  that  direct  CO2

injections into the deep ocean results in a trade-off between local harm and global

benefit, which would need to be carefully evaluated if this method would be seriously

considered.

Chapter 3 is based on a manuscript in preparation by: Reith, F., Koeve, W., Keller, D.

P., Getzlaff, J., and Oschlies, A. (2017). F.R. and W.K. conceived and designed the

experiments.  F.R. implemented the experiments with contributions from W.K. and

J.G..  F.R.  performed  the  experiments  and  analyzed  the  data. F.R.  wrote  the

manuscript with contributions from W.K., D.P.K., J.G., and A.O..

Chapter  4  presents  a  study  that  assesses  how  well  carbon  cycle  feedbacks  are

represented  in  carbon-cycle  models  used  in  state-of-the-art  integrated  assessment

models (IAMs). Therefore, direct CO2 injection into the deep ocean is integrated in an

economic  inter-temporal optimization  model  as  proxy  for  ocean-based  CDR

measures.  Such  an  approach  allows  for  the  derivation  of  optimal  CO2 injection

trajectories  which  go beyond previous  assessments  because  we  account  for  i)  the

change in atmospheric CO2 in response to the CO2 injections into the deep ocean and
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ii)  the  potential  extra  amount  of  CO2 injections  needed  to  compensate  for  the

outgassed fraction.

For that purpose, we use the most recent version of the Dynamic Integrated Climate-

Economy model (DICE2016R) and consider different climate objectives: i)  a-cost-

benefit  framework  with  an  endogenous  level  of  climate  change,  ii)  a  cost-

effectiveness framework with an exogenous level of climate change, as given by the

2°C climate target, and iii) a cost-effectiveness framework with an exogenous level of

climate change to be reached at some date in the future (i.e. an overshooting target

given by reaching the 2°C in the year 2100). In addition, we analyze how the results

change if we replace the carbon cycle model of DICE2016R with the carbon cycle

model from its previous version, i.e., DICE2013R or with the carbon cycle model

from the recent IAM by Gerlagh and Liski (2017). In order to validate this integrated

assessment  of  direct  CO2 injection  as  proxy  for  ocean-based  CDR  methods,  the

derived  atmospheric  carbon  and  global  mean  temperature  trajectories  are

implemented in the UVic model.

With respect to the experimental set-up, Chapter 4 addresses the following research

question:

 How well are carbon cycle feedbacks represented in the different box-type carbon

cycle models used in DICE2016R?

 How strong is the substitution effect between emission reduction and deep-ocean

carbon injection in the different climate policy frameworks?

 How do carbon cycle feedbacks affect the optimal amount of deep-ocean carbon

injection?

The  analyses  reveal  that  DICE2016R  has  significantly  improved  compared  to

DICE2013R, because it  captures the long-term outgassing of injected CO2 into the

deep ocean as well as the related increase in global mean temperatures. However, this

improvement  comes  with  the  expense  of  a  small  near-term  remaining  emission

budget, when compared to the UVic model, which limits the accurate assessment of

low emission scenarios.  As a consequence,  the 2°C climate target  in  DICE2016R

cannot  be  achieved  without  negative  emissions  through  CDR.  With  respect  to
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DICE2013R, we find that direct CO2 injection is close to geological storage, because

the model assumes a rather slow exchange between the different carbon reservoirs.

Furthermore, the strongest carbon cycle feedbacks are observed in the carbon cycle

model by Gerlagh and Liski (2017). The substitution effect clearly differs between the

different climate objective frameworks. Whereas in the cost-benefit framework, CDR

via deep-ocean carbon injection is utilized rather as long-term strategy to accelerate

the  otherwise  slow  natural  decline  in  atmospheric  carbon  concentration,  CDR  is

already required before the year 2050 if compliance with the 2°C goals in a cost-

effectiveness framework is to be achieved. In contrast to previous studies, we quantify

the extra amount of CDR required to compensate for carbon cycle induced feedbacks,

showing that the presence of this feedbacks result in more CDR given that the CDR

cost  function is  sufficiently  flat.  Overall,  the findings of  this  study show that  the

assessment of direct CO2 injections and more generally CDR seems to be sensible in

such an integrated assessment framework, although Earth system models should be

used  for  validation  in  order  to  enable  a  more  robust  derivation  of  policy

recommendations.

This chapter is based on a submitted manuscript to the science journal Earth’s Future

and is currently under review: Rickels, W., Reith, F. Keller, D. P., Oschlies A., and

Quaas,  M. F. (2017):  Integrated Assessment of Carbon Dioxide Removal. W.R. and

F.R. conceived and designed the experiments. W.R. implemented and performed the

experiments  with  the  Integrated  Assessment  Models.  F.R.  implemented  and

performed the experiments with the UVic-model. W.R. and F.R. analyzed the data.

W.R.  and  F.R.  wrote  the  manuscript  with  contributions  from  D.P.K.,  A.O.  and

M.F.Q..
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 2 Revisiting ocean carbon sequestration by direct injection:

a global carbon budget perspective

This chapter is based on the paper ‘Revisiting ocean carbon sequestration by direct injection:

a global carbon budget perspective’ published in the journal Earth System Dynamics.

Citation: Reith, F., Keller, D. P., and Oschlies, A.: Revisiting ocean carbon sequestration by
direct injection: a global carbon budget perspective, Earth Syst. Dynam., 7, 797-812.

Accepted Author Manuscript. doi: 10.5194/esd-7-797-2016, 2016.

Abstract. In this study we look beyond the previously studied effects of oceanic

CO2 injections on atmospheric and oceanic reservoirs and also account  for carbon

cycle and climate feedbacks  between the atmosphere and the terrestrial biosphere.

Considering  these  additional  feedbacks  is  important  since  backfluxes  from  the

terrestrial biosphere to the atmosphere in response to reducing atmospheric CO2 can

further  offset  the targeted reduction.  To quantify these dynamics we use an Earth

system model of intermediate complexity to simulate direct injection of CO2 into the

deep ocean as a means of emissions mitigation during a high CO2 emission scenario.

In three sets of experiments with different injection depths, we simulate  a 100-year

injection period of a total of 70 Gt C and follow global carbon cycle dynamics over

another 900 years. In additional parameter perturbation runs, we varied the default

terrestrial photosynthesis CO2 fertilization parameterization by ± 50 % in order to test

the sensitivity  of this uncertain  carbon cycle feedback to  the targeted atmospheric

carbon  reduction  through  direct  CO2 injections.  Simulated  seawater  chemistry

changes and marine carbon storage effectiveness are similar to previous studies. As

expected,  by  the  end  of  the  injection  period  avoided  emissions  fall  short  of  the

targeted 70 Gt C by 16–30 % as a result of carbon cycle feedbacks and backfluxes in

both  land  and  ocean  reservoirs.  The  target  emissions  reduction  in  the  parameter

perturbation simulations is about 0.2 and 2 % more at the end of the injection period

and about 9 % less to 1 % more at the end of the simulations when compared to the

unperturbed injection runs.
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An unexpected feature is the effect of the model’s internal variability of deep-

water formation in the Southern Ocean, which, in some model runs, causes additional

oceanic  carbon uptake after injection termination relative to a control  run without

injection and therefore with slightly different atmospheric CO2 and climate.  These

results  of a  model  that  has  very low internal climate variability  illustrate  that  the

attribution of carbon fluxes and accounting for injected CO2 may be very challenging

in the real climate system with its much larger internal variability.

 2.1 Introduction

Anthropogenic CO2 emissions have perturbed the natural carbon cycle (Archer et al.,

2009). With an average of 8.6 ± 0.4 Gt C yr-–1 emitted from fossil-fuel burning and 0.8

± 0.5 Gt C yr-–1 from land-use change in the last decade (2003–2013) (Le Quéré et al.,

2014),  global  CO2 emissions  have  continuously  increased  by  about  2.5  %yr-–1

(Friedlingstein  et  al.,  2014).  This  trend  continues  to  follow  slightly  above  the

trajectory of the highest emission scenario of the latest IPCC report (see Sect. 2.2.2),

which  makes  it  very  difficult  to  keep  global  warming  within  the  political  2°C

guardrail (Peters et al., 2013), not to mention recent agreements to seriously consider

an  even  more  ambitious  1.5°C  goal  (UNFCCC,  2015).  The  limited  success  in

reducing  or  even  slowing  down the  increase  in  anthropogenic  emissions  through

global climate accords (Rogelj et al., 2010) has led to renewed interest in engineering

measures that are intended to reduce atmospheric CO2 concentrations (e.g., Shepherd,

2009).

Marchetti (1977) proposed directly injecting CO2 into the deep ocean,  thus

accelerating the  oceanic  uptake  of  atmospheric  CO2,  which  happens  naturally  via

invasion  and  subsequent  dissolution  of  CO2 into  the  surface  waters,  albeit  at  a

relatively  slow  rate  limited  by  the  sluggish  ocean  overturning  circulation.  On

timescales of thousands of years, however, this will result in most anthropogenic CO2

ending up in the deep ocean. The idea behind direct CO2 injection is to speed up this

slow natural process by directly depositing CO2 in deep waters, some of which remain
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isolated  from  the  atmosphere  for  hundreds  to  thousands  of  years  (DeVries  and

Primeau, 2011; their Fig. 12), thereby preventing the CO2 from having an effect on

the  climate  in  the near  future.  This  is  fundamentally  different  from just  avoiding

emissions because the CO2 has still been added to the carbon cycle and may leak out

of the ocean and affect the climate and other carbon cycle pathways.

Over millennial timescales carbon from direct injection can simply be viewed

as "delayed" emissions, in terms of its climatic effect and fate, since the carbon cycle

will  eventually  reach  a  chemical  equilibrium  (mainly an equilibrium between  the

oceanic  and  atmospheric  carbon  reservoirs,  although  carbonate  compensation  and

weathering feedbacks start acting on time scales longer than 5000 years; e.g., Zeebe,

2012).  However, on decadal to centennial timescales, carbon that is sequestered via

direct injection cannot simply be treated as delayed emissions because the injected

carbon  must  take  fundamentally  different  pathways  than  those  of  carbon  that  is

emitted directly into the atmosphere. Since these pathways operate on many different

timescales and are partially controlled by climate feedbacks, it takes a considerable

amount  of time until  the  carbon cycle and  climate reach the same  state  as if  the

emissions  had  just  been  delayed.  This  is  because  injecting  CO2 changes  ocean

chemistry  internally  and,  thus,  will  at  some  point  affect  ocean  carbon  uptake  or

outgassing and hence the atmospheric CO2 concentration: when water with chemical

properties altered by the injection reaches the surface, the air–sea exchange of CO2 is

fundamentally altered compared to a situation where the carbon was just emitted into

the atmosphere at a later date. By sequestering carbon in the ocean instead of emitting

it into the atmosphere, one would also inadvertently change terrestrial carbon cycling

compared to the situation where the carbon was emitted with some delay.

Because  direct  injection  of  CO2 is  presently  in  conflict  with  the  London

Protocol and the Convention for the Protection of  the Marine Environment of  the

North East Atlantic (OSPAR Convention) (Leung et al., 2014), and also because of

the  long  timescales  and  global  scales  involved,  models  are  ideally  suited  for

investigating this method  (Orr, 2004). Modelling studies are also safer than actual

experiments because the rapid changes in seawater chemistry that could occur if direct

CO2 injections were tested might potentially harm marine ecosystems.  These risks
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may be especially high for deep-sea benthic environments such as cold-water corals

and sponge communities, which are adapted to special living conditions and thus may

have a low capacity to acclimatize to rapid pH changes in their environment (e.g.,

IPCC, 2005; Schubert et al., 2006; Gehlen et al., 2014). In previous studies, relatively

simple  box  models  (e.g.,  Hoffert  et  al.,  1979) and  first-generation  global  ocean

circulation models (Orr, 2004) were employed, focusing on the residence time of the

injected CO2 (i.e., effectiveness), as well as on changes in ocean chemistry (e.g., Orr

et al., 2001; Orr, 2004; Jain and Cao, 2005; IPCC, 2005; Ridgwell et al., 2011).

However, a more comprehensive assessment of the carbon sequestration and

climate  mitigation  potential  of  direct  injection  also  requires  accounting  for  the

changes  in  all  ambient  carbon  fluxes  resulting  from  carbon  cycle  and  climate

feedbacks (Mueller et al., 2004; Vichi et al., 2013).

In this study, which follows Orr et al. (2001) in the configuration of the CO2

injection scenarios,  we use an Earth system model of intermediate complexity and

fully interactive carbon cycle to simulate  the direct injection of CO2 into the deep

ocean at different depths under a high CO2 emission scenario. Our main objective is to

assess the long-term response of the atmospheric, oceanic and terrestrial carbon pools

to the targeted atmospheric reduction through a continuous 100-year injection of CO2

at seven offshore sites with individual injection rates (0.1 Gt C yr-–1 each) that are

small compared to today’s global CO2 emissions. Although previous studies (e.g., Orr

et al., 2001; Orr, 2004) have looked at the effects of CO2 injections on atmospheric

and  oceanic  reservoirs,  the  carbon-cycle  and  climate  feedbacks  between  the

atmosphere and the terrestrial biosphere were not considered in those studies because

the  models  used  did  not  have  a  land component.  Considering  these  feedbacks  is

important  since  simulations  of  other  oceanic  carbon  sequestration  methods  have

shown that backfluxes from the terrestrial biosphere to the atmosphere can partially

offset any oceanic C uptake (Oschlies et al., 2010).

However, since the future strength of terrestrial carbon cycle feedbacks, such

as the CO2 fertilization effect, is of uncertain magnitude as atmospheric CO2 changes

(e.g., Matthews, 2007; IPCC, 2013; Hajima et al., 2014), we also conduct parameter
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perturbation simulations, in which the default CO2 fertilization parameterization of the

terrestrial  photosynthesis  model  is  varied  by  ±50  %.  This  allows  us  to  better

understand  how differences  in  the response  of  the  terrestrial  biosphere  affect  the

targeted atmospheric carbon reduction during direct CO2 injections. For our injection

simulations we use a well-calibrated model that conserves carbon globally, features

the  pelagic  carbonate  chemistry  and  is  run  under  a  business-as-usual  emission

scenario. The model and emission forcing used are identical to the ones in the climate

engineering modeling study by Keller et al. (2014)

 2.2 Methodology

 2.2.1 Model description

The model used is version 2.9 of the University of Victoria Earth System Climate

Model (UVic ESCM). It consists of four dynamically coupled components: a three-

dimensional  general  circulation  ocean  model  (Pacanowski,  1996),  a  dynamic–

thermodynamic  sea-ice  model  (Bitz  and  Lipscomb,  1999),  a  terrestrial  model

(Meissner et al., 2003), and a one-layer atmospheric energy–moisture balance model

(based on Fanning  and Weaver, 1996). All components have a common horizontal

resolution of 3.6° longitude x 1.8° latitude. The oceanic component has 19 vertical

levels,  with thicknesses ranging from 50 m near the surface to 500 m in the deep

ocean. Formulations of the air–sea gas exchange and seawater carbonate chemistry

are  based  on  the  Ocean  Carbon  Cycle  Model  Intercomparison  Project  (OCMIP)

abiotic  protocol (Orr et al.,  1999).  The terrestrial model of  vegetation and carbon

cycles is based on the Hadley Center model TRIFFID (e.g., Matthews, 2007). A more

detailed description of the UVic model version used here is given in  Keller et al.

(2012) and Eby et al. (2013).
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 2.2.2 Experimental design

The model has been spun-up for 10 000 years under preindustrial atmospheric and

astronomical boundary conditions and run from 1765 to 2005 using historical fossil-

fuel and land-use carbon emissions (Keller et al., 2014). From the year 2006 to 2100

the model is forced with CO2 emissions following the Representative Concentration

Pathway  (RCP)  8.5,  which  is  a  business-as-usual  high  CO2 emission  scenario.

Subsequently,  simulations  follow the  Extended  Concentration  Pathway  (ECP)  8.5

emission scenario until the year 2500 (Meinshausen et al., 2011). Thereafter, we keep

emissions constant at 1.48 Gt C yr–1 until  the end of the simulations in year 3020.

Note that non-CO2 greenhouse gases and anthropogenic aerosol forcing agents as well

as emissions from land-use change are not considered in our simulations.

Continental ice sheets, volcanic forcing and astronomical boundary conditions

are held constant to facilitate the experimental setting and analyses (e.g., to prevent

confounding feedback effects) (Keller et al., 2014).  Parameterized geostrophic wind

anomalies, which are a first-order approximation of dynamical feedbacks associated

with changing winds in a changing climate (Weaver et al., 2001), are also applied.

Simulated CO2 injections into different ocean regions are based on the Ocean

OCMIP carbon sequestration protocols (see Orr et al., 2001; Orr 2004) to facilitate

comparison of our model results to those of Orr et al. (2001) and Orr (2004).  For

simplicity, we simulate the injection of CO2 in an idealized manner by adding CO2

directly  to  the  dissolved  inorganic  carbon  (DIC)  pool  (Orr  et  al.,  2001),  thus

neglecting  any  gravitational  effects  and  assuming  that  the  injected  CO2

instantaneously  dissolves  into  seawater  and  is  transported  quickly away  from the

injection point and distributed homogeneously over the entire model grid box with

lateral dimensions of a few hundred kilometers and many tens of meters in the vertical

direction. Consequently, the formation of CO2 plumes or lakes as well as the potential

risk  of  fast  rising CO2 bubbles  are  neglected (IPCC,  2005;  Bigalke  et  al.,  2008).

Furthermore, we do not investigate the effect of CaCO3 sediments feedbacks in our

experiments, although the dissolution of CaCO3 sediments near or downstream of an
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injection site is expected to reduce outgassing and increase the residence time of the

injected CO2 (Archer et al., 1998).

To track the physical transport of the injected CO2 and its transport pathways

from the  individual  injection sites, injected  carbon  is added to  seven  site-specific

diagnostic marker tracers.  At the sea surface, we assume that these tracers have an

instantaneous gas exchange with the atmosphere, i.e., as soon as the injected carbon

reaches an ocean surface grid box, the value of the marker tracer in this surface ocean

grid box is set to zero. The residence time of the injected CO2 computed from this

tracer  approach  (i.e.,  fraction  retained,  see  below)  thus,  provides  a  conservative

estimate of carbon stored to carbon injected, as it is unlikely that all of the injected

carbon would instantly leave the ocean upon reaching a depth of 50 m. Furthermore,

the fraction retained is not affected by changes in the Revelle factor related to the

invasion of anthropogenic CO2 into the ocean.

In all of our injection simulations we subtract the amount of injected CO2 from

the emissions forcing, thus keeping the total global carbon inventory the same as in

the respective control simulation without CO2 injection. For the purpose of assessing

how all ambient carbon fluxes affect the storage lifetime of the injected CO 2, it  is

essential to have the same carbon inventory in all of our simulations. Following Orr et

al.  (2001) and Orr (2004), seven injection sites are located in individual grid boxes

near the Bay of Biscay (42.3° N, 16.2° W),  New York (36.9° N, 66.6° W), Rio de

Janeiro (27.9° S, 37.8° W), San Francisco (31.5° N, 131.4° W), Tokyo (33.3° N,

142.2° E), Jakarta  (11.7° S,  102.6°  E) and  Mumbai  (13.5°  N,  63°  E)  (Fig.  2.1).

Starting in the year 2020, the experimental simulations consist of two periods: (1) an

initial 100-year period of simultaneous 0.1 Gt C yr–1 injections and (2) a continuation

of the model simulations until the year 3020 after stopping the injections at the end of

year 2119. Separate injection (I) experiments following this protocol are conducted at

three  different  depths:  850  m  (I-800),  1600  m  (I-1500),  and  2900  m  (I-3000).

Hereafter, these are referred to as With Emissions simulations.

Following previous studies (e.g., Jain and Cao, 2005; Ridgwell et al., 2011),

additional  simulations  are  conducted  to  investigate  how  climate-change-induced
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feedbacks affect the fate of injected CO2. These simulations follow the same protocols

described above but with anthropogenic emissions forcing set to zero from the year

2020 until the end of the simulations (year 3020). Hereafter, these extreme scenarios

are referred to as Complete Mitigation simulations. Note that since these simulations

are  forced  with  historical  emissions  and  the  RCP  8.5  scenario  until  the

year 2020, the model is not in steady state in 2020 and some climatic change occurs.

Also, because the injected CO2 is withdrawn from the atmosphere so that total carbon

is  conserved,  the Complete  Mitigation injection  runs  essentially  have  negative

emissions of 0.7 Gt C yr–1.

To determine how long the injected carbon stays in the ocean, we follow the

IPCC  (2005)  and  calculate  a  fraction  retained  (FR=M o⋅M i

−1
⋅100),  which is  the

percentage  ratio between the total mass  of  the injected carbon that remains in the

ocean (Mo,  determined using the diagnostic marker tracer) and the total cumulative

mass injected into the ocean (Mi) since the start of the injection period (year 2020).

Figure 2.1: Absolute changes in oceanic and land carbon between I-3000 and the RCP 8.5 control run
(I-3000 simulation minus RCP 8.5 control run) at the end of the injection period (year 2120). The black
rectangles represent the locations of the seven injection sites, where the injections occurred in the
center of the black rectangles.
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This metric  accounts  for the injected  carbon atoms and does not  include possible

adjustments of fluxes of other carbon in the Earth system.

To assess the global carbon cycle response to the injections, we use another

metric, the net fraction stored (netFS =ΔC ocean⋅M i
−1
⋅100, in %), which measures total

carbon  reservoir  changes.  The  netFS is  defined  as  the ratio  between the absolute

change in globally integrated total oceanic carbon (ΔCocean), relative to the RCP 8.5

control run, and the total cumulative mass injected into the ocean (Mi) since the start

of  the  injection  period.  In  contrast  to  FR,  which  counts  only the  injected  carbon

atoms, netFS accounts for all potential feedbacks of carbon fluxes into and out of the

ocean in response to the injection of CO2 into the ocean.

To  investigate  if  the  targeted  atmospheric  carbon  reductions  in  the  With

Emissions simulations  differ  from what  would  happen  if  CO2 was  never  emitted

(avoided emissions) or first emitted and subsequently removed from the atmosphere,

e.g., via technology such as direct air capture (see Sect. 2.3.4.1) (Lackner, 2009) with

subsequent  safe  and  permanent  storage,  presumably  in  geological  reservoirs,  we

performed another simulation where the atmospheric CO2 concentration was 0.7 Gt C

yr–1 less than in the RCP 8.5 control run between the years 2020 and 2120. Hereafter,

this simulation is referred to as the Direct Air Capture run.

As mentioned in the introduction, this modelling study of direct CO2 injection

into the deep ocean is the first one to include a land component in order to assess, in

addition to the atmospheric and oceanic carbon reservoirs, the long-term response of

the terrestrial carbon pool to the targeted atmospheric carbon reduction through direct

CO2 injections. Since there is a significant amount of uncertainty in how the terrestrial

system responds to changing atmospheric CO2 concentrations (Friedlingstein et al.,

2006),  we  have  chosen  to  conduct  several  simulations  with  different  terrestrial

parameter  values,  i.e.,  a  perturbed parameter  study,  to  better  understand  how the

terrestrial system could potentially respond to and affect the carbon cycle during deep

ocean CO2 injections. The parameterization that we investigate is the CO2 fertilization

effect.  The  process  of  CO2 fertilization  is  thought  to  stimulate  terrestrial  carbon

uptake (e.g., Matthews, 2007). This negative carbon cycle feedback results in reduced
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atmospheric CO2 concentrations and has likely accounted for a substantial portion of

the historical terrestrial carbon sink (Friedlingstein et al., 2006). Accordingly, it has

direct relevance for the future trajectory of atmospheric CO2 (IPCC, 2013) and thus

for our targeted atmospheric carbon reduction of 70 Gt C by the year 2120. However,

the future strength of CO2 fertilization in response to changing CO2 is highly uncertain

(e.g., Friedlingstein et al., 2006; Arora et al., 2013; Jones et al., 2013; Schimel et al.,

2015).  In  order  to  better  quantify  the  role  of  CO2 fertilization  in  the  targeted

atmospheric carbon reduction in the With Emissions simulations (Sect. 2.3.5), we vary

the CO2 fertilization parameterization following the approach of Matthews (2007).

Thereby, we scale the CO2 sensitivity of the terrestrial photosynthesis model by ± 50

% (CO2 fertilization is high/low) for repeated simulations that are otherwise identical

to the RCP 8.5 control and I-800 and I-3000 runs. These variations scale the default

strength of an increase in atmospheric CO2 relative to preindustrial levels that is used

to  calculate  all  processes  in  the  canopy  and  leaf  routines  within  the  terrestrial

photosynthesis model, leading to a respective increase or decrease in terrestrial gross

primary  productivity.  This  is  achieved  by  adding  the  multiplicative  parameter

“CO2_fert_scale” in the routine of the photosynthesis model and setting it to 1.5 for an

increase of the CO2 fertilization effect and to 0.5 for a respective decrease.

Hereafter, the perturbed  control runs are referred to as  RCP 8.5 controlCO2_

fert_high and RCP 8.5 controlCO2_ fert_low. The perturbed injections runs are denoted as I-

800 CO2_  fert_high,  I-800CO2_  fert_low,  I-3000 CO2_  fert_high and  I-3000CO2_  fert_low. We  did  not

perform an I-1500 run because an ocean deep convection event that occurred after the

injection period (see Sect. 2.3.4.2) would make it too difficult to evaluate the results.

No additional spin-up is needed; since the CO2 fertilization effect only happens when

atmospheric CO2 concentration begins to increase, e.g., from the preindustrial period

onward.

An overview of all conducted simulations with their anthropogenic forcing is

shown in Table 2.1.
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Table  2.1:  Overview of all conducted simulations and their anthropogenic forcing. “X” denotes that
the respective forcing is applied. WE: With Emissions; CM: Complete Mitigation.

Simulation Anthropogenic forcing

RCP 8.5 Extended Constant Continuous CO2 Gt C yr−1

CO2 emission RCP 8.5 CO2 CO2 emisions injections continuously

scenario emission of 1.48 Gt C yr−1 into deep ocean subtracted from

scenario of 0.7 Gt C yr−1 CO2  emissions

2006–2020 2006–2100 2100–2500 2500–onwards 2020–2120 2020–2120

 RCP 8.5 control run of
 WE simulations X X X
 I-800 WE X X X X X
 I-1500 WE X X X X X
 I-3000 WE X X X X X

 RCP 8.5 control run of
 CM simulations

∗
X

 I-800 CM X X X
 I-1500 CM X X X
 I-3000 CM X X X

 Direct air capture run  X X X X

 RCP 8.5controlCO2_fert_high                     X X X

 I-800CO2_fert_high  X X X X X
 I-3000CO2_fert_high X X X X X

 RCP 8.5 controlCO2_fert_low                     X X X

 I-800CO2_fert_low  X X X X X
 I-3000CO2_fert_low X X X X X

*After the year 2020, CM simulations continue without CO2  emissions until 3020.
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 2.3 Results and Discussion

 2.3.1 RCP 8.5 control simulation

The physical climate and biogeochemical cycles of the Earth system during the RCP

8.5 control simulation are in the same state as described in Keller et al. (2014). Here,

we  briefly  describe  global  carbon  cycling  during  the  control  simulation  so  that

comparisons  can  be  made  to  the  With  Emissions simulations  (Sect.  2.3.4).

Subsequently, we briefly outline the global carbon cycling of the perturbed  control

runs  RCP 8.5 controlCO2_  fert_high and  RCP 8.5 controlCO2_  fert_low for comparing these

simulations to the unperturbed  control run and the respective injection experiments

(Sect. 2.3.5).

By the end of the simulation in the year 3020, about 6000 Gt C have been

added  to  the  global  carbon  cycle.  Consequently,  atmospheric  CO2 has  increased

substantially in the RCP 8.5 control run, leading to a total atmospheric carbon content

of about 4620 Gt C at the end of the simulation (Figs. 2.2 a and A1 in Supplement A).

By the end of the extended  RCP 8.5 control run about 58 % of the emitted

CO2 remains in the atmosphere. The rest of the carbon has been taken up by oceanic

and terrestrial reservoirs (Figs. 2.2 e, i). Oceanic carbon uptake is highest during the

first few decades of the simulation, when emissions are highest, and then decreases

thereafter  (Fig.  2.2 c).  In  particular,  the  decrease in  net  oceanic  carbon uptake  is

caused by a reduction in the ocean buffering capacity (Prentice et al., 2001), leading

to a decrease in ocean carbon uptake even under increasing atmospheric CO2 levels, a

response also seen in other model simulations (Zickfeld et al., 2013).

Simulated terrestrial carbon uptake is initially high as well, but then declines

rapidly, with the terrestrial reservoir becoming a source for atmospheric carbon in the

year  2139  before  leveling  off  at  very little  net  exchange  between  the  terrestrial
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reservoir and the atmosphere after about year 2280 (Fig. 2.2 g). The initial increase in

total land carbon uptake is due to the simulated CO2 fertilization effect on vegetation

(Matthews, 2007). However, as temperatures become higher,  terrestrial net primary

productivity (NPP) is reduced due to water stress. Moreover soil respiration increases

with temperature until it eventually becomes the dominant processes, leading to a net

loss of carbon from the terrestrial reservoir to the atmosphere. Projections of future

net terrestrial carbon uptake or loss processes are highly uncertain (Carvalhais et al.,

2014; Hagerty et al., 2014; van der Sleen et al., 2014; Sun et al., 2014), which is also

reflected in the large variability between the CMIP5 (Coupled Model Intercomparison

Project Phase 5)  model results,  with  changes in  terrestrial  carbon budgets ranging

from -0.97 to +2.27 Gt C yr–1 between 2006 and 2100 (Ahlström et al., 2012).

As  expected,  simulated terrestrial  carbon  uptake is higher  in  the  RCP  8.5

controlCO2_  fert_high simulation because NPP is higher (not shown), when compared to

the standard  RCP 8.5 control run,  resulting in  a percentage increase  in  terrestrial

carbon of about 5 % in the year 2120 and of about 3 % at the end of the simulation

(Figs. 2.2 i, j). However, terrestrial carbon uptake declines more rapidly than in the

control run, which is due to a faster saturation of the CO 2 fertilization effect as well as

higher soil respiration. Consequently, the terrestrial biosphere switches to a stronger

net carbon source about 20 years earlier (year 2121) before leveling off at very little

net  exchange between the terrestrial  reservoir and the atmosphere after about year

2280 as occurring in the standard control run (Fig. 2.2 i).
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Figure 2.2: Globally integrated carbon of the RCP 8.5 control run, the RCP 8.5 controlCO2_fert_high

and RCP 8.5 controlCO2_fert_low for (a) total atmospheric carbon, (c) carbon flux from atmosphere
to ocean,  (e) total oceanic carbon,  (g)  carbon flux from atmosphere to land and  (i) total land
carbon. Difference in carbon between the RCP 8.5 controlCO2 _fert_high (brown) (RCP 8.5 controlCO2

_fert_low , orange) and the RCP 8.5 control run (perturbed control runs minus RCP 8.5 control run)
for  the  years  2120  (filled)  and 3020  (hashed)  for  (b) globally  integrated  total  atmospheric
carbon,  (d) globally integrated carbon flux from atmosphere to ocean,  (f) globally integrated
total oceanic carbon, (h) globally integrated carbon flux from atmosphere to land and (j) globally
integrated total land carbon.
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Accordingly,  the  atmospheric  carbon  concentration  in  the  RCP  8.5

controlCO2_fert_high is lower when compared to the  RCP 8.5 control run, although the

trends are similar (Figs. 2.2 a, b). Compared to the extended RCP 8.5 control run, the

extended  RCP 8.5 controlCO2_  fert_high ends with about 1  % less atmospheric carbon

(Figs.  2.2 a,  b).  The lower atmospheric carbon content in the  RCP 8.5 controlCO2_

fert_high, caused by the higher CO2 fertilization effect, leads initially to a reduced carbon

flux from the atmosphere to the ocean (Fig. 2.2 c). By the year 2075, the carbon flux

from the atmosphere to ocean is slightly higher when compared to the control run, as

the  carbon  flux  from atmosphere  to  land  starts  to  decrease  with  increasing  CO2

emissions (Figs. 2.2 d, g). Thus, total oceanic carbon in the controlCO2_ fert_high run stays

below that of the control run with a percentage decrease of about 0.07 % at the year

2120 and about 0.05 % at the end of the simulation (Figs. 2.2 e, f).

Global  carbon  cycling  in  the  RCP  8.5  controlCO2_  fert_low shows  a  similar

response,  although of opposite sign and higher  magnitude (Fig.  2.2),  which is  for

instance reflected in a percentage decrease in total land carbon of about 10 % in the

year 2120 and about 7 % at the end of the simulation when compared to the control

run (Figs.  2.2 i,  j). This is  caused by the decreased CO2 fertilization effect,  which

results in less NPP and thus in lower soil respiration.

 2.3.2 Changes in seawater chemistry

Here,  we  compare the  With Emissions simulations to  the  RCP 8.5 control run to

assess injection-related seawater chemistry changes. By the final year of the injection

period (year 2119), a total of 10 Gt C is injected at each site (Fig. 2.1). The respective

increases in DIC and reductions in pH depend on how quickly the injected carbon is

transported away from the injection sites by local ocean currents and mixing (see Orr,

2004). Our model-predicted changes in DIC and pH at the injection sites (relative to

the control run) are within the range of Orr (2004) (Tables A1, A2 in Supplement A).

Simulated ocean surface  pCO2 is lower in the CO2 injection runs because of

lower atmospheric CO2 levels and the related decrease in air–sea carbon fluxes, which
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results  in  lower  surface  DIC concentrations  and  a  slightly higher  surface  pH (by

0.008–0.01 units compared to the control run).

 2.3.3 Fractions retained

Here, we assess to which extent the simulated CO2 injections are effective in keeping

the injected carbon out of the atmosphere. This is described by the FRs. The global

FRs  of  our  Complete  Mitigation and  With  Emissions simulations  (Table  2.2)  are

within the full range of the (GOSAC)–OCMIP results (Orr et al., 2001; Orr, 2004).

The simulated  FR (Table  2.2)  increases  with  the  depth  of  injection  because  it

generally takes longer for deeper waters to come into contact with the atmosphere

again, as also shown in previous studies (e.g., Caldeira et al., 2001; Orr et al., 2001;

Orr, 2004; Jain and Cao, 2005).

By comparing the With Emissions and Complete Mitigation simulations at all

depths, we can determine how climate change affects FR. As in previous studies, our

results show that FR is enhanced by climate change (Jain and Cao, 2005; Ridgwell et

al., 2011). In the With Emissions simulations, values of FR are always higher than in

the Complete Mitigation runs (Table 2.2). For I-800 and I-1500, the FR increase due

to climate change is largest in the Pacific, whereas for I-3000, Atlantic sites show the

highest  FR increase due to a larger ocean response to climate change (Table 2.2).

However,  in all  simulations more of  the injected  carbon is  retained in the Pacific

compared to injections in other ocean basins.

We also assess whether the enhanced  FR in our  With Emissions simulations

are affected by changes in the Atlantic Meridional Overturning Circulation (AMOC).

Relative to preindustrial period, which has a maximum AMOC intensity of 15.98 Sv,

we find AMOC decreases by 8, 29, 40 and 34 % in the years 2020, 2120, 2520 and

3020,  respectively,  in  the  With  Emissions simulations.  AMOC  in  the  Complete

Mitigation simulations,  relative to  preindustrial period, shows smaller  decreases of

about 7.6, 21, 8.6 and 8.6 % in the years 2020, 2120, 2520 and 3020, respectively.

These  differences  partially  explain  why  FR is  enhanced  in  the  With  Emissions
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simulations,  since a reduced AMOC slows the transport of deep water masses and

prolongs the time until they come into contact with the atmosphere again. As in other

climate change studies (e.g., Doney, 2010; Bopp et al., 2013), we also find an increase

in ocean stratification (not shown) in all respective basins in our With Emissions runs,

relative  to  the  Complete  Mitigation runs,  which  has  also  led  to  reduced  vertical

mixing (Prentice et al., 2001) and increased  FR. In contrast to Jain and Cao (2005),

who found a higher  FR mainly in  the Atlantic,  we find a higher  FR in  all basins

(Table 2.2). This difference is likely related to the higher degree of climate change in

our simulations since we use a higher CO2 emissions scenario.

Model-predicted FR (Table 2.2) refers to the injected CO2 alone (as accounted

for by the diagnostic marker tracer) and does not account for how global carbon cycle

feedbacks affect net ocean carbon storage. By comparing  FR and  netFS (see Sect.

Table 2.2: Comparison of fractions retained (FR) between Orr et al. (2001), Orr (2004) (full range of
their global efficiency, which is the same as the FR defined in Sect. 2.2.2 and is based on seven ocean
general  circulation  models  (OGCMs)  and  one  zonally  averaged model  result)  and  our  Complete
Mitigation (CM) and With Emissions (WE) simulations for all injection sites (Global) and on an inter-
basin level for the Atlantic sites (Bay of Biscay, New York, Rio de Janeiro), the Pacific sites (San
Francisco, Tokyo) and the Indian sites (Jakarta, Mumbai). The FR values (%) are given for the last year
of the injections (2119), 500 years after the simulations started (2519) and for the last year of  the
simulations (3019). For each entry of the table, numbers to the left of the vertical bars denote results of
the CM runs, numbers to the right results of the WE runs. Note that the illustrated years refer to our
simulations, ranging from the year 2020 until the year 3020. The GOSAC–OCMIP simulations started
in the year 2000 and ended in the year 2500 (Orr et al., 2001).

Overview of FR (%) I-800 I-1500 I-3000

Year

2119 2519 3019 2119 2519 3019 2119 2519 3019

65–84 15–38 – 81–96 32–57  – 97–100 49–93 –

Global 68 | 75 17 | 30 8 | 17 92 | 5 40 | 56 20 | 35 99 | 100 65 | 76 38 | 54

53 | 64 9 | 20  5 | 11 85 | 91 30 | 46 16 | 28 97 | 99 62 | 75 37 | 54

78 | 81 27 | 45 13 | 29 97 | 98 61 | 77 34 | 55 99 | 100 86 | 93 59 | 75

80 | 84 17 | 29 6 | 14 96 | 97 34 | 49 13 | 25 99 | 100 50 | 65 20 | 34

Full range
(Orr et al., 2001; Orr, 2004)

CM | WE

Atlantic sites 
(70° N, 35° S)

Pacific sites 
(65° N, 35° S)

Indian sites 
(20° N, 35° S)
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2.2.2) for the With Emissions simulations, we find that net ocean C sequestration is

less efficient than would be predicted from FR alone (Fig. 2.4 a) because of carbon

cycle and climate feedbacks (Fig. 2.1). For  I-3000,  netFS is about 16 % lower than

FR at the end of the injection period (Table 2.2, Fig. 2.4 a).

These results show the importance of accounting for  carbon cycle feedbacks

when assessing the effectiveness of marine CO2 injections. Interestingly, an exception

occurs for the  I-1500 simulation from the last  year  of the injection period with a

Southern Ocean deep convection event during which the ocean temporarily takes up

more carbon than would be expected from the injections alone (Figs. 2.4 a, c, d). This

event and its implications for carbon accounting are discussed in more detail in Sect.

2.3.4.2.

 2.3.4 Response of the Global Carbon Cycle

Here we first briefly show how the atmospheric carbon reduction, relative to the RCP

8.5 control run (see Sect. 2.3.1), differs between With Emissions simulations and the

Direct Air Capture run. Subsequently, we investigate how carbon cycle and climate

feedbacks affect the distribution of carbon between different reservoirs upon injection

of CO2 in the With Emissions simulations. To do so, we look at the absolute changes

in carbon between the  With Emissions simulations and  RCP 8.5 control run during

and after the injection period. Finally, we show how the perturbed injection runs, in

which  we  scaled  the default  CO2 fertilization  parameterization  of  the  terrestrial

photosynthesis model (Sect. 2.2.2), affect the targeted atmospheric carbon reduction

as well as the other carbon reservoirs and fluxes in  I-800 and  I-3000 of the  With

Emissions simulations.
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 2.3.4.1  Response during injection period

In  the  With  Emissions simulations  and the  Direct  Air  Capture run,  the  “globally 

injected  carbon”  denotes  the  targeted  atmospheric  carbon  reduction.  The  globally 

injected  carbon  –  in  the  absence  of  leakage  and  backfluxes  –  equals  the  oceanic 

carbon  addition  or  atmospheric  CO2  removal  of  70  Gt  C  by  the  last  year  of  the 

injection period (year 2119). As presented in Figures 2.3 and 2.4b, the atmospheric 

carbon  reduction  during  the  injection  period  of  the  With  Emissions simulations 

diverges quickly from the globally injected carbon trajectory.

This  is  explained  by  injected  carbon  leaking  from the  ocean  back  to  the 

atmosphere and the response of atmosphere-to-land and atmosphere-to-ocean fluxes 

to the reduction in atmospheric carbon. The rapid divergence even for the deepest 

injection  points  where  FR is  high,  points  to  carbon cycle  and  climate  feedbacks, 

which are directly related to changes in atmospheric CO2  concentrations (i.e. ocean-

atmosphere  pCO2 differences  and  CO2 fertilization  effects)  and  changes  in 

temperature. Other studies have also shown that these feedbacks occur and affect the 

size of the global carbon reservoirs (Arora et al., 2013). The curve progression of the 

atmospheric reduction in the Direct Air Capture run is very similar for I-1500 and I-

3000, which is due to the occurrence of most of the same carbon cycle and climate 

feedback  mechanisms.  However,  due  to  no  carbon  injections  in  the  Direct  Air  

Capture run, the atmospheric reduction is higher as soon as injected carbon starts 

leaking in the With Emissions simulations as presented in Figure 2.3.
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In the UVic model (version 2.9), the atmospheric carbon reduction of the Direct Air

Capture run (Fig. 2.3) can also be referred to as the true atmospheric carbon reduction

target. Depending on depth of injection, this implies further that direct injection of

CO2 would not be able be 100 % efficient and provide 100 % of the true atmospheric

reduction target on decadal to centennial timescales (Fig. 2.3). Due to the occurrence

of an ocean deep convection event in the Direct Air Capture run after the year 2120

(see Sect. 2.3.4.2), we cannot easily compare the Direct Air Capture run to the With

Emissions simulations after the injection period.

While ocean feedbacks in response to CO2 injection and reduced atmospheric

CO2 levels have been discussed extensively in previous studies (e.g. Orr, 2004; IPCC,

2005; Ridgwell et al., 2011), we here additionally consider land feedbacks with the

purpose of accounting for the entire Earth system’s response to potential marine CO2

injections.

Figure 2.3: Absolute change in atmospheric carbon in the Direct Air Capture run (DAC) and in the
With Emissions simulations, relative to the RCP 8.5 control run. The black dashed line denotes the
globally injected carbon (GIC), which is subtracted from the emission forcing (see Sect. 2.2.2).
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 By the last year of the injection period (year 2119),  I-800 shows the highest

divergence from globally injected carbon (Fig.  2.4 c)  with an atmospheric carbon

reduction of only 48 Gt C, which is 22 Gt C less than targeted. Since it is known from

the  marker  tracer  that  25  %  (i.e.  17.8  Gt  C)  of  the  injected  CO2 leaked  to  the

atmosphere (Table 2.2), C-cycle and temperature feedbacks must be responsible for

the  other  4.2 Gt  C that  remained  in  the  atmosphere.  This  remaining  amount  can

partially be explained by the reduced  pCO2 difference between the atmosphere and

Figure 2.4:  (a) Comparison of the fractions retained (FR, dashed) and the net fractions stored (netFS,
solid)  of  the  With  Emissions  (WE) simulations.  Absolute  changes  in  carbon  between  the  WE
simulations and the RCP 8.5 control run (WE simulations minus RCP 8.5 control run) for (b) globally
integrated total atmospheric carbon, (c) globally integrated total oceanic carbon, (d) globally integrated
carbon flux from atmosphere to ocean, (e) globally integrated total land carbon, (f) globally integrated
carbon flux from atmosphere to land, and (g) absolute values of globally integrated total land carbon of
the WE simulations and the RCP 8.5 control run from the year 2520 to 2620. The globally injected
carbon is denoted as GIC. The vertical dashed black lines indicate the end of the injection period.
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the ocean, which leads to a smaller  carbon flux into  the ocean (Fig.  2.4 d).  Plus,

relative  to  the  control run,  there  is  a  lower  atmosphere-to-land  carbon  flux  until

approximately the year 2075 (Fig. 2.4 f), leading to 1.2 Gt C less total land carbon by

the end of the injections (Fig. 2.4 e). After the injections start (year 2020), both NPP

and soil respiration are lower in I-800 than in the control run, leading to a maximum

reduction in land carbon of about 4.2 Gt C in year 2075 (Fig. 2.4 e). Thereafter, total

land  carbon  in  I-800 increases.  By  the  end  of  the  injections  in  year  2120,  the

terrestrial carbon pools have taken up 1.2 Gt C less than the control run without CO2

injection.

Roughly similar patterns are found for injection simulations I-1500 and I-3000

during the injection period, although with less outgassing occurring for the deeper

injections (Fig. 2.4 c), which led to a slightly larger reduction in terrestrial carbon

uptake  by  the  last  year  of  the  injection.  Thus,  the  largest  reduction  in  total

atmospheric carbon with 60 Gt C was found for I-3000, followed by I-1500 with 58

Gt C by the end of the injection period (Fig. 2.4 b).

Our results suggest that the terrestrial response due to the atmospheric carbon

reduction is mainly governed by the reduced CO2 fertilization effect on NPP and the

temperature-related decrease in soil respiration. Carbon cycle-climate feedbacks on

land occur because the reduced atmospheric CO2 concentration in the With Emissions

simulations (Fig.  2.4 c) leads to a cooling in the global mean soil temperature by

about 0.08°–0.1°C in the year 2119 relative to the control simulation, with the lowest

reduction for I-800 and the highest one for I-3000. Both fertilization and temperature

feedbacks on the terrestrial biosphere act simultaneously, although our results indicate

that  the  reduced  CO2 fertilization  effect,  which  in  current  models  is  the  largest

terrestrial carbon cycle feedback (Schimel et al., 2015), is the dominant one until the

maximum reduction in land carbon around year 2075. Thereafter, the decrease in soil

respiration leads to an increase in land carbon and becomes the dominant feedback.

Feedbacks  from  the  terrestrial  system  to  atmospheric  CO2 are  among  the

largest uncertainties to projections of future climate change (Schimel et al.,  2015).
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According to our analysis,  these would impact our ability to predict the net carbon

storage associated direct injection of CO2 into the deep ocean.

The  neglected  effect  of  the  CaCO3 dissolution  feedback  in  our  injection

experiments  (see  Sect.  2.2.2)  introduces  another  uncertainty  with  respect  to  the

response of the global carbon cycle to direct CO2 injections. Model simulations by

Archer  et al.  (1998) have shown that CaCO3 dissolution is sensitive to direct CO2

injections  throughout  the  Atlantic  but  that  it  leads  to  only  a  slight  impact  on

atmospheric pCO2. However, a slightly modified trajectory of atmospheric CO2 may,

for instance, further impact the terrestrial carbon pool and fluxes and could result in

different  terrestrial  responses  as in  our  With Emissions simulations.  However,  the

question of how the marine CaCO3 sediments feedback would affect global carbon

cycling  compared  to  the  injections  experiments  without  CaCO3 sediments  is  the

subject of future work and beyond the scope of this particular study

 2.3.4.2  Response after injection period

After  the  injections  are  stopped  (end  of  year  2119),  I-800 shows  a  continuous

outgassing of about 40 Gt C until the end of the simulation, which is represented by

the steady divergence from the globally injected carbon (denoted as GIC in Figs. 2.4

b, c). As in the control simulation, the terrestrial system in I-800 becomes a source of

carbon between the years 2139 and 2280, although the flux is slightly lower because

of lower atmospheric CO2 and lower temperatures. Thus, the net effect is an increase

in land carbon relative to the control simulation with a maximum of 3 Gt C in the year

2239 (Fig. 2.4 e). Thereafter, total land carbon in I-800 converges towards that of the

RCP 8.5 control run but remains higher until the end of the simulation (Fig. 2.4 e).

Unlike  I-800,  I-3000 actually  gets  closer  to  the  globally  injected  carbon

trajectory after the end of the injection period until the year 2199, with about 64 Gt C

less total atmospheric carbon than in the control simulation, compared to about 60 Gt

C at the end of the injection period in the year 2119 (Fig. 2.4 b). This is a result of the

reduced carbon flux from the atmosphere to the ocean, relative to the RCP 8.5 control
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run (Fig. 2.4 d), with only about 4 Gt C leaving the ocean by year 2199. Moreover,

the land turns from a sink into a net source of CO2  in  the year 2139 (Fig.  2.4 f).

Subsequently,  I-3000 shows a steady outgassing of the injected CO2 from the year

2199 until the end of the simulation (Fig. 2.4 e), with little change in the terrestrial

carbon pool (Fig. 2.4 f). The processes that govern changes in terrestrial carbon in I-

3000 are the same as for I-800, although more carbon is retained in the soils resulting

from  lower  soil  temperatures  in  I-3000.  The  relatively  small  responses  of  the

terrestrial biosphere to the injections, compared to the RCP 8.5 control run, show a

similar progression, although with different amplitudes,  as illustrated in Figure 2.4f

and  e.  After  the  injection  period,  this  is  especially  reflected  by  the  apparent

synchronous  increase  in  land  carbon  around  the  year  2600  and  the  synchronous

decrease around the year 2770 (Fig. 2.4 e). This is a result of a slightly different phase

of small variations in the total land carbon content of the control run (Figs. 2.4 , A2 a,

b), which is the only simulation that has not seen any atmospheric CO2  reduction.

However, due to the same amount of atmospheric carbon being removed and injected

into the ocean, the With Emissions runs have a similar climatic state throughout the

simulations with comparable changes in global mean air and soil temperatures (0.1–

0.3 % less)  and precipitation  over  land (0.1–0.4  % more)  when compared  to  the

control  run (Figs.  2.5 a,  b,  e). The high synchronicity (Fig.  2.4 e)  can be further

explained by the fact that in the With Emissions simulations, the same biome regions

are sensitive to the changes in temperature (Figs. 2.5 a, b), although the magnitudes of

the absolute changes in land carbon differ between the injection runs (Figs. A3, A4,

A5). These regions are predominantly located at transition zones of different plant

functional types that are in competition which each other and thus shift from one to

another,  leading to small changes in land carbon. The offset between  I-800 and  I-

3000 (Fig. 2.4 e) is caused by higher soil respiration in I-800 (Fig. 2.5 d), which is due

to slightly higher global mean air and soil temperatures (Figs. 2.5 a, b).
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For I-1500, an unexpected oceanic carbon uptake event is observed from the

last year of the injection period (Figs. 2.4 c, d). This is caused by a large temporary

carbon flux from the atmosphere into the ocean (Fig. 2.4 d), with a total of ~13 Gt C

taken up in a region of the Southern Ocean (~ 0°–20° E; 60°–70° S) between the years

2119 and 2209 (Fig.  A6).  Because this event is  not simultaneously present in  the

reference simulation without injection, the difference in atmospheric carbon between

run I-1500 and the reference run even exceeds the globally injected carbon between

the years 2189 and 2262 (Fig. 2.4 b).  For standard accounting of carbon removed

from the atmosphere with respect to a reference simulation, this would correspond to

sequestration effectiveness greater than 100 %. The oceanic netFS is just less than 100

% of the GIC (Fig. 2.4 c). Our analysis for I-1500 suggests that the regional carbon

uptake is due to an intermittent ocean deep convection event that occurs in the I-1500

simulation. Using an earlier version of the UVic model (version 2.8), Meissner et al.

(2007) found that  under  a  CO2 concentration of  440 ppm or  higher,  the modeled

climate system started oscillating between a state with open-ocean deep convection in

the Southern Ocean, causing massive bottom water formation, and a state without. In

Figure 2.5: Absolute changes between the WE simulations and the RCP 8.5 control run for (a) global
mean surface air temperature,  (b)  global mean soil temperature,  (c)  globally integrated net primary
productivity on land, (d) globally integrated soil respiration and e) global mean precipitation over land.
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their runs, which were spun-up to equilibrium under constant atmospheric CO2, the

simulated deep convection event led to a rapid increase in atmospheric temperatures,

carbon outgassing and a subsequent increase in atmospheric CO2  concentrations. In

contrast to Meissner et al. (2007), we here find that a deep convection event during a

transient high CO2 emission scenario can result in carbon uptake, as also found in

CMIP5 model runs (Bernardello et al., 2014). This can be explained by the fact that

the  pCO2 of the old (preindustrial) water masses that reach the surface during deep

convection is lower than the atmospheric pCO2 in the I-1500 simulation at the end of

the 22nd century. Compared to the injected carbon content of 70 Gt C at the end of the

injection period, the deep convection event  leads to a significant carbon uptake of

about 19 %. Compared to the oceanic uptake of anthropogenic CO2 by the end of the

simulation, the carbon uptake associated with the deep convection event amounts to

less than 1 %. The deep convection event also causes the ocean to lose a substantial

amount  of heat,  which causes  regional  warming and thus partially  counteracts the

cooling effect associated with the direct CO2 injection in I-1500. This is also reflected

in a slower increase in total land carbon (Figs. 2.4 e, f) through more soil respiration

than in I-800 and I-3000.

Recurring open-ocean deep convection in the Southern Ocean has been found

in many CMIP5 models  (De Lavergne et  al.,  2014) and also in  the Kiel  Climate

Model,  for  which  the  driving  mechanism  could  be  linked  to  internal  climate

variability (Martin et al., 2013). Although the modeled deep convection events feature

similarities to processes associated with the Weddell Polyna of the 1970s (Martin et

al., 2013), uncertainty remains regarding their realism. An important model constraint

in this respect  is  a  coarse grid  resolution,  which hinders,  for instance,  the correct

representation  of  bottom  water  formation  processes  on  the  continental  shelf  and

instead might favor open-ocean deep convection (Bernardello et al., 2014).

It is intriguing that among 19 millennial-scale simulations performed for this

study, a deep convection event occurred only in 3 simulations: the I-1500, an injection

run with a 10-year  injection period (not  shown) and the  Direct  Air Capture run.

Apparently, small internal variability combined with certain CO2 levels can give rise

to such events (Meissner et al., 2007).  The only means to discriminate between the
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feedbacks of the ocean deep convection event, which are driven by the removal of

atmospheric carbon and the little internal variability in the UVic model, would be to

run  ensembles  with  different  initial  conditions.  This  is  how  one  would  also

discriminate between other  feedbacks and internal variability in models with more

intense - and more realistic - levels of internal variability. Furthermore, ensembles

would  allow  one  to  assess  of  the  robustness  of  the  occurrence  of  ocean  deep

convection  events,  which  might  become  more significant  or  different  for  slightly

perturbed initial  conditions.  Such open-ocean deep convection can cause  an inter-

model spread in projections of future ocean carbon uptake (Bernardello et al., 2014)

and may make accounting for the injected CO2 as the netFS very difficult. As shown

by the dashed lines in Fig. 2.4, the FR of the injected CO2, which could in principle be

tracked via a marker tracer, is more robust to internal variability of the model and,

presumably, of the real world. A pragmatic and robust way to account for the storage

of injected CO2 might therefore well be based on  FR despite its neglect  of carbon

cycle and climate feedbacks. To account for these feedbacks,  FR could possibly be

augmented by some model-derived correction factors to account for the ensemble-

averaged interaction of the ocean with the other carbon pools under changing climate

conditions.

 2.3.5 Sensitivity to variations in the CO2 fertilization parameterization

Here we show how varying the CO2 fertilization parameterization in the perturbed

injection runs (i.e.,  I-800CO2_  fert_high  and  low  and  I-3000CO2_  fert_high  and  low) changes carbon

cycling and the leakage of injected CO2 when compared to the standard I-800 and I-

3000 experiments of the With Emissions simulations.
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As illustrated by the error bars in Figure 2.6 c,  varying the CO2 fertilization

effect  impacts  the  targeted  atmospheric  carbon  reduction  in  I-800 of  the  With

Emissions experiments, leading to a difference of –0.5 to 0.02 Gt C in the year 2120

and of 0.4 to 1.1 Gt C in the year 3020. Absolute changes in total oceanic carbon are

also rather insensitive in these simulations with differences of only about –0.7 to 0.4

Gt C (0.01 to 0.3 Gt C) in the year 2120 (3020) (Figs.  2.6 d, e). Accordingly, the

difference  in  the  netFS in  I-800 lies  between  –1  and  0.5  %  (Fig.  2.6  b)  at  the

respective times. The slight differences in the fraction retained in I-800 (between –0.2

and 0.3 % at the respective times) are due to a slightly different climate in the

Figure 2.6: (a) Fraction retained (FR) for I-800 (blue) and I-3000 (red) for the years 2120 (filled) and
3020 (hashed) with error bars. In all panels, the error bars are defined as the difference of absolute
changes between the perturbed injection runs and the respective control runs and the absolute change
between the unperturbed injection runs and the control run of the With Emissions simulations. (b) Net
fraction stored (netFS) for I-800 and I-3000 for the years 2120 and 3020 with error bars. Absolute
changes in carbon between I-800 (I-3000) and the RCP 8.5 control run (With Emissions simulations
minus RCP 8.5 control run) error bars for the years 2120 and 3020 for  (c) globally integrated total
atmospheric  carbon,  (d)  globally  integrated  carbon  flux  from  atmosphere  to  ocean,  (e)  globally
integrated total oceanic carbon,  (f)  globally integrated carbon flux from atmosphere to land and  (g)

globally integrated total land carbon.
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perturbed simulations when compared to the standard With Emissions runs, which is

caused by the different atmospheric carbon concentrations (Fig. 2.6 c).

Absolute changes in terrestrial land carbon uptake and total land carbon show

the largest sensitivities to the scaled CO2 fertilization effect in I-800 (Figs. 2.6 f, g).

By the end of the injection period, the difference in total land carbon between I-800

and the RCP 8.5 control run shows that this terrestrial response could result in almost

the same or  less carbon storage, depending on the scaling of the CO2 fertilization

parameterization (Fig. 2.6 g). Higher CO2  fertilization, i.e.  I-800CO2_ fert_high, leads to a

higher carbon flux from the atmosphere to land than in I-800, which counteracts the

lower  CO2 fertilization  effect  that  occurs  in  the  standard  I-800 because  of  less

atmospheric carbon, when compared to the  RCP 8.5 control run (see Sect. 2.3.4.1).

This results in more land carbon of about 1.1 Gt C (Fig. 2.6 g). The opposite is true

for  I-800CO2_  fert_low, leading to less land carbon by about 0.4 Gt C in the year 2120

when compared to the difference between I-800 and the RCP 8.5 control run. By the

end of the simulation, the perturbed injection simulation I-800CO2_ fert_high has about 0.4

Gt C less land carbon, relative to the difference of I-800 and the control run, which is

caused by a slightly stronger cooling effect, because there is less atmospheric carbon

than in  I-800 (Fig. 2.6 g). This cooling also results in less soil respiration.  I-800CO2_

fert_low has  about  1.3  Gt  C  less  land  carbon  at  the  end  of  the  simulations,  when

compared to the absolute change between I-800 and the respective control run. This

can be explained by the reduced CO2 fertilization effect that has led to a decreased

NPP and consequently to a reduced soil respiration when compared to I-800.

The magnitude of the responses that can be seen in the perturbed injection

runs I-3000CO2_ fert_high and I-3000CO2_ fert_low  are similar as in the perturbed I-800 runs.

Although the above response is informative,  the future strength of the CO2

fertilization  effect  also  depends  on  other  factors,  such  as  water  and  nutrient

availability  (IPCC,  2013),  which  may be  poorly  simulated  by  our  model.  A  key

update since the Fourth Assessment  Report by the IPCC is the implementation of

nutrient  dynamics  in  some  of  the  CMIP5  land  carbon  models,  such  as  in  the

Norwegian  Earth  System  Model  (intermediate  resolution  with  carbon  cycle)
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(NorESM-ME) and the Community Earth System Model, version 1.0, biogeochemical

cycles  (CESM1-BGC)  (Arora  et  al.,  2013;  Hajima  et  al.,  2014).  There  is  high

confidence that low nitrogen availability will limit land carbon uptake. Models that

combine nitrogen limitation with rising CO2 as well as changes in temperature and

precipitation predict a larger increase in projected future atmospheric CO 2 for a given

CO2 emission  scenario (e.g.,  IPCC,  2013;  Hajima et  al.,  2014).  Models  including

terrestrial nutrient limitation would likely be subject to a smaller terrestrial response if

direct CO2 injections into the deep ocean occurred. Thus, the introduction of nitrogen

limitation in the land component of the UVic model would presumably result in less

total simulated land carbon because of lower NPP and soil respiration throughout the

simulation when compared to the terrestrial response in the shallow injection run (I-

800) or for delayed emissions.

 2.4 Conclusions 

We use an Earth system model of intermediate complexity to simulate direct CO2

injections  into  the  deep  ocean  under  a  high  CO2 emission  scenario.  The  model-

predicted  FRs are found to  be within the range of  the values found by Orr  et  al.

(2001). In agreement with earlier studies (Jain and Cao, 2005), we also find that the

FR is enhanced as global warming progresses. In our simulations, this enhancement

amounts to about 7–16 % at the end of the simulations (year 3020). Injection sites in

the Pacific are the most effective ones on the millennial timescale considered in our

simulations. The neglect of the effect of the dissolution of CaCO3 sediments near or

downstream of the injection sites (see Sect. 2.2.2) may have led to an underestimation

of the FR and netFS in our injection experiments. The impact of this process would

presumably be largest in the Atlantic due to the lower abundance of CaCO3 sediments

in the Pacific and Indian Ocean.

The response of the carbon cycle during and after the injections is dominated

by the partial outgassing of injected CO2 and a reduced rate of air–sea gas exchange

compared to the control run without injection. Relative to the control run, the model’s
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terrestrial ecosystems respond to the marine CO2 injection and reduced atmospheric

CO2 concentrations via a reduced CO2 fertilization effect and a temperature-related

decrease in soil respiration. This leads to a maximum reduction in total land carbon by

about  4 Gt  C (relative to the  control run) during the injection period in  all  With

Emissions simulations  (Fig.  2.4  e).  After  the  injection  period,  total  land  carbon

becomes higher  than in  the  control simulation, mainly due to a terrestrial carbon-

cycle–climate feedback, with a maximum increase of about 5 Gt C for I-3000 in the

year 2230 (Fig. 2.4 e).

Further, we find that varying the CO2  fertilization parameterization results in

changes of the targeted atmospheric carbon reduction in I-800 and I-3000 of the With

Emissions simulations that lay between 0.2 and 2 % less atmospheric carbon at the

end  of  the  injection  period  (year  2120)  and  between  9  %  less  and  1  %  more

atmospheric  carbon at the end of the simulations.  The sensitivity  of  the terrestrial

carbon cycle to the different CO2 fertilization parameterizations in I-800 and I-3000 of

the With Emissions runs ranges from 30 % less to 98 % more land carbon by the year

2120 and up to 108 % less land carbon by the end of the simulations. The larger signal

of  the  terrestrial  response  to  the  scaled  CO2 fertilization  parameterization  when

compared  to  the  targeted  atmospheric  carbon  reduction,  highlights  that  further

research on the future strength of terrestrial carbon cycle feedbacks is needed if direct

CO2 injections were to be seriously considered.

Furthermore, the influence of the highly uncertain carbon-cycle and climate

feedbacks in our findings, in addition to the sporadic deep convection event in I-1500,

illustrates  the  difficulty  of  quantitatively  detecting,  attributing,  and  eventually

accounting  for  carbon  storage  and  carbon  fluxes  generated  by  individual  carbon

sequestration measures even in relatively coarse-resolution models with little internal

climate variability (“noise”).  Nevertheless,  our findings point to the importance  of

accounting for all carbon fluxes in the carbon cycle and not only for those of the

manipulated reservoir to obtain a comprehensive assessment of direct oceanic CO2

injection in particular and carbon sequestration in general.
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 3 Direct CO2 injections to meet the 1.5°C target: 

What price would the ocean have to pay?

This chapter is a manuscript in preparation by Reith, F., Koeve, W., Keller, D. P.,  Getzlaff,  

J., and Oschlies, A. (2017).

Abstract. The potential  and collateral  effects  of direct  CO2 injections  into the 

deep ocean are investigated as a means to close the gap between an intermediate CO2 

emission scenario and the 1.5°C target of the Paris agreement. For that purpose, three 

conceptually different approaches for applying direct CO2 injections at 3000m water 

depth are implemented in an Earth System Climate Model of intermediate complexity 

with a fully coupled carbon cycle.

For  a  medium mitigation  scenario  of  anthropogenic  CO2 emissions  following  the 

representative concentration pathway RCP 4.5, cumulative CO2 injections required to 

closely  meet  the  1.5°C  climate  goal  are  found  to  be  1562  Gt  C  at  the  end  of 

simulations, by the year 3020.

This injected CO2 amount includes a cumulative leakage of 602 Gt C that needs to be 

re-injected. Furthermore, the CO2 amount that needs to be injected in order to cool 

global mean temperature by 1°C is found to be about 446 Gt C in the near-term (year 

2100) and about 951 Gt C in the long-term (year 3020).

CaCO3 sediment and weathering feedbacks reduce the required CO2 injections that 

comply with the 1.5°C target by about 11 %.

With respect to the injection-related impacts we find that average pH values in the 

surface ocean are increased by about 0.13 to 0.18 units, when compared to the control 

run. In the model, this results in significant increases in potential coral reef habitats 

compared  to  a  business-as-usual  scenario  without  direct  injection.  The  potential 

benefits in the upper ocean come with the expense of strongly acidified water masses, 

with maximum pH reductions of about -2.37 units,  relative to preindustrial,  in the 

vicinity  of  the  injection  sites.  Overall,  the  results  of  this  study  demonstrate  that 
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massive amounts of CO2 would need to be injected into the deep ocean in order to 

reach and maintain the 1.5°C climate target in a medium mitigation scenario on a 

millennium  timescale,  and  that  there  is  a  trade-off  between  injection-related 

reductions  in  atmospheric  CO2 levels  accompanied  by  reduced  upper-ocean 

acidification  and  adverse  effects  on  deep  ocean  chemistry,  particularly  near  the 

injection sites.

 3.1 Introduction

The Paris Agreement of December 2015 has set the political target of keeping global 

warming well below 2°C, if not 1.5°C, above preindustrial levels (UNFCCC, 2015). 

Staying within the Paris target range is perceived as a safe limit that avoids dangerous 

anthropogenic climate change and ensures sustainable food production and economic 

development (Rockström et al., 2009; Knutti et al., 2015; Rogelj et al., 2016). As a 

first step towards meeting the Paris climate goals, countries have outlined national 

post-2020  climate  action  plans  by  submitting  their  Nationally  Determined 

Contributions (NDCs) to climate mitigation in order to meet the <2°C climate target 

(e.g.,  Clémençon,  2016).  However,  even  if  these  NDCs  are  fully  realized,  it  is 

estimated that a median warming of 2.6 to 3.1°C will occur by they year 2100 (Rogelj 

et  al.,  2016).  Consequently,  it  is  questionable  whether  conventional  measures 

currently considered by individual states will be sufficient to reach and maintain the 

<2°C climate target (e.g., Horton et al., 2016).

The scientific rationale of such claims is based on observational records and results of 

climate models of varying complexity that have found a tight correlation between 

cumulative CO2 emissions and global mean temperature (Allen et al., 2009; Matthews 

et al., 2009; MacDougall, 2016). From this transient climate response to cumulative 

carbon emissions (TCRE) it can be estimated that the total quota of CO2 emissions 

from all sources (fossil fuel combustion, industrial processes and land-use change) 

that  is  compatible  with  a  1.5°C target  will  be  used  up in  a  few years  at  current 

emission rates (Knopf et al., 2017), and for a 2°C target it is likely to be reached in the 
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next 2 to 3 decades (Friedlingstein et al., 2014). Thus, the window of opportunity for 

deep and rapid decarbonization that would allow for such a climate target through 

emissions reduction alone is closing soon (Sanderson et al., 2016).

Given  the  very  challenging  and  urgent  nature  of  the  task  of  reaching  the 

agreed-upon Paris climate goals, unconventional methods are being discussed. Under 

specific  consideration  are  negative  emission  technologies,  i.e.,  measures  that 

deliberately remove CO2  from the atmosphere (e.g., Gasser et al., 2015) and store it 

somewhere else, e.g., in geological reservoirs or the deep ocean (e.g., IPCC, 2005). 

Negative  emissions  are already included in most  of  the  scenarios  from integrated 

assessment models (IAMs) that predict a >50 % chance of limiting global warming to 

well below 2°C and in all scenarios that give a >50 % chance of reaching the 1.5°C 

target (Clarke et al., 2014; Fuss et al., 2014; Rogelj et al., 2015). However, none of 

the currently debated negative emissions technologies, such as bioenergy with carbon 

capture and storage (BECCS), direct air capture with carbon storage (DACCS) and 

enhanced weathering (EW), appears to have, in a business-as-usual emission scenario, 

the potential  to meet  the <2°C target  without significant  impacts  on land,  energy, 

water or nutrient resources (Fuss et al., 2014; Smith et al., 2016; Williamson, 2016; 

Boysen et al., 2017a).

In the absence of plausible scenarios that meet the Paris climate targets, also 

unconventional ideas to reduce atmospheric CO2 are being considered.  One option 

that has been researched on is ocean carbon sequestration by direct injection of CO2 

into the deep ocean (e.g., Marchetti, 1977; Hoffert et al., 1979; Orr et al., 2001; Orr, 

2004; IPCC, 2005; Reith et al., 2016). The CO2 could be derived from point sources 

such as  power plants  or direct  air  capture  facilities,  and thereby contribute  to the 

carbon sequestration part of CCS, DACCS or BECCS. Direct injection of CO2 into 

the deep ocean is the deliberate  acceleration of the oceanic uptake of atmospheric 

CO2, which happens naturally via invasion and dissolution of CO2 into the surface 

waters, albeit at a relatively slow rate limited by the sluggish overturning circulation. 

On millennial timescales, about 65-80 % of anthropogenic CO2 is thought to be taken 

up by the ocean via gas exchange at the ocean surface and by entrainment of surface 
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waters into the deep ocean, which rises to 73-93 % on timescales of tens to hundreds 

of millennia via neutralization of carbonic acid with sedimentary calcium carbonate 

(CaCO3) (e.g., Archer et al., 2005; Zeebe, 2012). Directly injecting CO2 into the deep 

ocean could speed up this natural process by directly accessing deep waters, some of 

which  remain  isolated  from  the  atmosphere  for  hundreds  or  thousands  of  years 

(DeVries and Primeau, 2011; their Figure 12), and by bringing it in closer contact 

with the sediment. This would prevent anthropogenic CO2 from having an effect on 

the climate in the near future, and accelerate eventual and nearly permanent removal 

via reaction with CaCO3 sediments.

Despite the well-known potential  of the ocean to take up and store carbon 

(e.g., Sarmiento and Toggweiler, 1984; Volk and Hoffert, 1985; Sabine et al., 2004;), 

direct  CO2 injection  into  the  deep  ocean  is  currently  not  allowed  by the  London 

Protocol and the Convention for the Protection of the Marine Environment of the 

North East Atlantic (OSPAR Convention) (Leung et al., 2014). A main concern that 

led to the current ban is that direct CO2 injection will harm marine ecosystems in the 

deep sea, e.g., cold-water corals and sponge communities at least close to the injection 

site (e.g., IPCC, 2005; Schubert et al., 2006; Gehlen et al., 2014). As emphasized by 

Keeling  (2009) and  Ridgwell  et  al.  (2011) there are,  however,  trade-offs between 

injection-related damages in the deep ocean and benefits at the ocean surface via a 

reduction in atmospheric pCO2 and a decrease in upper ocean acidification.  These 

should be discussed in relation to other mitigation options, that probably all imply 

offsetting some local harm against global benefits. Our current study aims to inform 

such a debate by providing quantitative information about impacts on ocean carbonate 

chemistry caused by direct injection of CO2 into the deep ocean as a potential measure 

to reach and maintain the Paris climate targets.

For this purpose, we consider direct injection of CO2 into the deep ocean as ‘oceanic 

CCS’, deposing CO2 from point sources such as fossil fuel or biomass-based power 

plants or direct air capture plants. We assume that aggressive emissions reduction has 

led from a business as usual CO2 emission scenario to a world with intermediate CO2 

emissions such as represented by the Representative Concentration Pathway (RCP) 
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4.5.  Model-predicted  global  mean  surface  air  temperatures  for  the  RCP  4.5  CO2 

emission scenario range between 1.7°C and 3.2°C in the year 2100 (Clarke et al., 

2014), which is approximately in agreement with the warming after full achievement 

of current NDCs. Consequently, the 1.5°C climate target would not be reached under 

the RCP 4.5 scenario and is likely to be exceeded after the year 2050 (IPCC, 2014). 

We here explore the potential as well as collateral oceanic effects of ‘oceanic CCS’ as 

a means to fill the gap between emissions and climate impacts of the RCP 4.5 and the 

1.5°C target of the Paris agreement.

The paper  is  organized  as  follows:  In section  3.2 we address  the  methodological 

framework  by  describing  the  UVic  model  and  the  experimental  setup  of  our 

experiments. In section 3.3 the results and the discussion of our model simulations are 

presented. Section 3.4 outlines the conclusions.

 3.2 Methods

 3.2.1 Model description

The model used is version 2.9 of the University of Victoria Earth System Climate 

Model (UVic ESCM). It consists of three dynamically coupled main components: a 

three-dimensional  general  circulation  ocean  model  based  on  the  Modular  Ocean 

Model MOM2 (Pacanowski, 1996) including a marine biogeochemical model (Keller 

et al., 2012), a dynamic-thermodynamic sea-ice model (Bitz and Lipscomb, 1999) and 

a  sediment  model  (Archer,  1996),  a  terrestrial  vegetation  and carbon-cycle  model 

(Meissner  et  al.,  2003) based  on  the  Hadley  Center  model  TRIFFID  (Top-down 

Representation  of  Interactive  Foliage  and  Flora  Including  Dynamics)  and  the 

hydrological land component MOSES (Met Office Surface Exchange Scheme), and a 

one-layer  atmospheric  energy-moisture  balance  model  (based  on  Fanning  and 

Weaver,  1996).  All  components  have  a  common  horizontal  resolution  of  3.6° 

longitude  x  1.8°  latitude.  The  oceanic  component  has  19  vertical  levels  with 
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thicknesses  ranging  from  50  m  near  the  surface  to  500  m  in  the  deep  ocean. 

Formulations of the air-sea gas exchange and seawater carbonate chemistry are based 

on  the  OCMIP abiotic  protocol  (Orr  et  al.,  1999).  Marine  sediment  processes  of 

CaCO3 burial and dissolution are simulated using a model of deep ocean sediment 

respiration (Archer, 1996).

 3.2.2 Experimental design

For our default control run and injection experiments, the model has been spun up for 

10,000 years under preindustrial atmospheric and astronomic boundary conditions and 

run  from 1765 to  2005 using historical  fossil-fuel  and land-use  carbon emissions 

(Keller et al., 2014). From the year 2006 onwards simulations are forced with CO2 

emissions according to the RCP 4.5 and the Extended Concentration Pathway (ECP) 

4.5, which runs until the year 2500 (Meinshausen et al., 2011). This forcing includes 

CO2-emissions from fossil  fuel burning as well  as land-use carbon emissions, e.g. 

from deforestation.  After  the  year  2500,  CO2 emissions  are  assumed  to  decrease 

linearly until  they cease at the end of the simulations in year 3020. In the default 

control run and injection experiments we do not apply greenhouse gas emissions other 

than CO2, nor do we simulate the effect of sulfate aerosols or non-CO2 effects of land 

use change. Further, prescribed, monthly varying, National Center for Environmental 

Prediction  (NCEP) reanalysis  winds are used  together  with a  dynamical  feedback 

from a  first-order  approximation  of  geostrophic  wind  anomalies  associated  with 

changing winds in a changing climate (Weaver et al., 2001).

Simulated  CO2 injections  are  based  on  the  OCMIP  carbon  sequestration 

protocols (see Orr et al., 2001; Orr, 2004) and carried out in an idealized manner by 

adding CO2 directly to the dissolved inorganic carbon (DIC) pool (Orr et al., 2001; 

Orr, 2004), thus neglecting any gravitational effects and assuming that the injected 

CO2 instantaneously dissolves into seawater and is transported quickly away from the 

injection point  and distributed homogenously over the entire  model grid box with 

lateral dimensions of a few hundred kilometers and many tens of meters in the vertical 



59  3.2   Methods

direction (Reith et al., 2016). Consequently, the formation of CO2 plumes or lakes as 

well  as  the  potential  risk  of  fast  rising  CO2 bubbles  are  neglected  (IPCC,  2005; 

Bigalke et al., 2008).

The physical transport of the injected CO2 and its transport pathways from the 

individual injection sites towards the surface of the ocean are tracked by means of 

inert ‘dye’ tracers (one per injection site). At the injections sites, these tracers are 

loaded at rates proportional to the amount of CO2 injected. At the sea surface the 

tracers are subject to a loss to the atmosphere, which is computed in proportionality to 

the total gas exchange and fractional contribution to total DIC of the respective tracer 

at the ocean surface. The sum of tracer loss to the atmosphere from the individual 

‘dye’ tracers provides an estimate of the loss of injected carbon to the atmosphere.

Following Orr et al. (2001; Orr,  2004; Reith et al., 2016) CO2 is injected at 

seven separate injections sites, which are located in individual grid boxes near the Bay 

of Biscay (42.3° N, 16.2° W), New York (36.9° N, 66.6° W), Rio de Janeiro (27.9° S, 

37.8° W), San Francisco (31.5° N, 131.4° W), Tokyo (33.3° N, 142.2° E), Jakarta 

(11.7° S, 102.6° E) and Mumbai (13.5° N, 63° E) (Reith et al., 2016; their Figure 1). 

Injected  CO2 is  distributed  equally  between  the  seven  injection  sites.  Direct  CO2 

injections  are  carried  out at  2900  m  depth  (hereafter  referred  to  as  3000  m)  to 

minimize leakage and maximize retention time. At this depth, liquid CO2 is denser 

than  seawater,  which  has  the  additional  advantage  that  any  undissolved  droplets 

would sink to the bottom rather than rise to the surface.

 3.2.3 Model experiments

Three  conceptually  different  approaches  for  applying  oceanic  CCS  are  simulated 

using  the  UVic  model:  The  first  approach  assumes  that  all  anthropogenic  CO2 

emissions  are injected  after  a warming of  1.5°C is  realized for  the first  time,  the 

second  approach  injects,  in  every  year,  an  amount  of  CO2 that  ensures  that 

temperatures do not rise well beyond the 1.5°C target, and the third approach injects  
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an amount of CO2 to ensure that atmospheric CO2 concentrations follow the RCP/ECP 

2.6 scenario as closely as possible. All idealized approaches are designed to counter 

the excessive emissions of the RCP 4.5 scenario to reach and maintain the 1.5°C 

target  until  the  end  of  this  century  and  for  another  millennium  by  direct  CO2 

injections into the deep ocean. In order to avoid interference with natural fluctuations 

of temperature and atmospheric  pCO2, respectively,  we apply restoring time scales 

detailed below for runs of approaches two and three. CO2 injections needed to reach 

the respective target are updated every 5 days. Injections are interrupted when the 

simulated annual mean surface air temperature (atmospheric  pCO2) falls below the 

respective  climate  target.   Table  3.1  provides  an  overview  of  all  conducted 

simulations and their set-up from the year 2006 onwards.

Table 3.1: Overview of all conducted simulations and their set-up. The “X” denotes that the respective  
feature is applied.

Simulations Set-up
RCP 4.5 

CO2 

emission 
scenario

   
2006-
2100

Extended 
RCP 4.5 

CO2 

emission
scenario

2100-
2500

Linearly 
decline in 

CO2 

emissions 
until zero 
Gt C yr-1 

in 3020

   
2500-

onwards

CaCO3 

sediment 
feed-
backs

2006-
3020

Direct 
CO2 in-
jections 
at 3000 
m depth

2020-
3020

Approach

1st 2nd 3rd

RCP 4.5 control run X X X

1.5°C_target_Cemit X X X X X

1.5°C_target_Cemit_Comitw X X X X

1.5°C_target X X X X X

CO2target_RCP2.6 X X X X X

RCP 4.5 controlsed run X X X X

1.5°C_target_Cemit sed X X X X X X

1.5°C_target_Comitwsed X X X X X

1.5°C_target X X X X X X

CO2target_RCP2.6sed X X X X X X
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We further study to what extent the required CO2-injection needed as well as 

the impacts on ocean biogeochemistry depend on the inclusion of CaCO3 sediment 

feedbacks on deep-ocean CO2 injections and continental weathering. These aspects 

will be investigated in sensitivity experiments for all three oceanic CCS approaches 

described below.

In the first approach (1.5°C_target_Cemit), all further CO2 emissions of the RCP 4.5 

scenario are completely re-directed to the injections sites after the global mean air 

surface temperature has once exceeded the 1.5°C target. Some committed warming 

(e.g., Matthews and Caldeira, 2008; Gillet et al., 2011) occurs in these simulations 

due to past emissions and climate cycle feedbacks.  This committed warming is at 

some point overlaid by oceanic and terrestrial carbon cycle feedbacks that lead to a 

CO2 increase in the atmosphere and respective additional warming (see section 3.1). 

Suspecting that injected carbon that outgasses from the ocean to the atmosphere after 

arriving at the ocean surface is a considerable part of these carbon cycle feedbacks we 

design  a  sensitivity  simulation  (1.5°C_target_Cemit_Comitw),  in  which  CO2 

emissions are set to zero once the 1.5°C target is reached, and no CO2 is injected into 

the deep ocean.

In contrast to the first approach, the second one (1.5°C_target) keeps the global mean 

temperature at the defined threshold of 1.5°C, relative to preindustrial, by injecting an 

adequate amount of CO2 into the deep ocean. We diagnose this amount of CO2 using 

the transient response to emissions (TCRE, Allen et al., 2009; Matthews et al., 2009; 

MacDougall,  2016)  of  our  model  and the difference  of  the modeled annual  mean 

atmospheric  temperature  and  the  target  temperature.  CO2 is  only  injected  if  the 

modeled temperature is above the target temperature. In order to avoid interference 

with seasonal and longer periodic fluctuations of atmospheric temperature we apply a 

restoring  time  scale  of  1000  days.  The  injected  CO2 that  is  taken  out  of  the 

atmosphere  can  be  larger  than  the  applied  CO2-emissions  (RCP/ECP  4.5)  and 

eventually may cause net CO2 emissions to be negative.

In the third approach (CO2target_RCP2.6), we inject the amount of CO2 that is 

needed to follow the atmospheric CO2 concentration of the extended Representative 
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Concentration Pathway RCP 2.6 and Extended Concentration Pathway ECP 2.6. From 

year 2500 onwards, the targeted atmospheric CO2 concentration is held constant until 

the end of the simulations. Therefore, the model computes at every atmospheric time 

step the difference between its current atmospheric CO2 concentration, given the RCP 

4.5 CO2-emissions and all model derived CO2-fluxes into and out of the atmosphere, 

and  the  targeted  atmospheric  CO2 concentration  from  the  RCP 2.6  pathway.  By 

applying a restoring time scale of one month, this difference is used to diagnose a 

CO2-injection  needed  to  keep  the  models annual  mean  atmospheric  CO2 

concentrations  as  close  as  possible  to  the  RCP  2.6  concentration  pathway.  This 

amount of CO2 is injected and subtracted from the prescribed CO2 emissions to the 

atmosphere, which eventually results in net negative emissions.

In sensitivity experiments we further investigate the effect of CaCO3 sediment 

feedbacks  and  continental  weathering  on  the  cumulative  CO2 injections  and  on 

seawater  carbonate  chemistry  for  the  different  approaches.  The  effect  of  CaCO3 

sediment dissolution is  thought  to be relevant  as CO2 injected at  depth may react 

relatively directly with sedimentary CaCO3 and increases CaCO3 dissolution near or 

downstream of the injection sites, resulting in an acceleration of the neutralization of 

anthropogenic CO2 compared to a situation where CO2 emissions slowly invade the 

ocean  via  air-sea  gas  exchange  (Archer  et  al.,  1998;  IPCC, 2005).  Therefore,  we 

investigate the effect of CaCO3 sediment feedbacks in our simulations by running the 

model with and without a sediment sub-model. The global average percent of CaCO3 

in sediments in our “sed” simulations (section 3.2) is about 31 % in the year 2020 and 

compares well to about 34.5 % derived from observed data as reported in Eby et al. 

(2009). The UVic model with sediment module also has a simple representation of 

continental weathering, which ensures that in the steady state burial of CaCO3 in the 

deep ocean is compensated by adequate fluxes of DIC and alkalinity from continental 

weathering.  From the model spin-up we diagnose the global terrestrial  weathering 

flux of DIC as 0.12 Gt C yr-1, and an alkalinity flux of 0.02 Pmol yr-1. During the 

transient runs with sediment module, this weathering flux is held constant, whereas 

sedimentary  CaCO3 accumulation  or  dissolution  is  allowed  to  evolve  freely. 
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Consequently,  ocean alkalinity and DIC adjust  in response to interactions between 

seawater,  injected  CO2,  and  sediments.  Simulations  with  the  sediment/weathering 

sub-model are based on a separate set of spin-up experiments (50 000 years), drift 

runs and historical  simulation that  all  employ the sediment/weathering  sub-model. 

Hereafter, simulations performed with the sediment/weathering model are referred to 

by the subscript “sed” (Table 3.1).

Relevant carbonate system parameters that are not computed at model run-time are 

derived offline for all simulations by means of the Matlab-version of CO2SYS (Lewis 

and  Wallace,  1998;  van  Heuven  et  al.,  2009;  Koeve  and  Oschlies,  2012; 

http://cdiac.ornl.gov/oceans/co2rprt.html), using carbonic acid dissociation constants 

of  Mehrbach  et  al.  (1973),  as  refitted  by  Dickson  and  Millero  (1987),  and  other 

related thermodynamic constants (Millero, 1995).

 3.3 Results and Discussion

 3.3.1 Oceanic CCS and the 1.5°C climate target

Here, we present the cumulative mass of CO2 injected in the default runs (CO2-only 

experiments) of the different approaches and show how effective these are in reaching 

and maintaining the 1.5°C climate target.

In the default simulation of the first approach (1.5°C_target_Cemit) oceanic 

CCS starts in the year 2045 after the 1.5°C climate target has been passed for the first 

time at a corresponding atmospheric CO2 concentration of about 466 ppmv (Figs. 3.1 

a, b, c). Between year 2020 and 2045, about 278 Gt C of the total CO2 emissions 

between years 2020 and 3020 of 1242 Gt C applied here (RCP 4.5 scenario, section 

3.2.2)  have  been  emitted  into  the  atmosphere.  From  2045  until  year  3020,  CO2 

emissions (964 Gt C in total) are directly injected into the deep ocean (Fig. 3.1 a), 

resulting in zero anthropogenic CO2 emissions into the atmosphere for the remaining 

simulation.  After  injection  starts  in  year  2045,  the atmospheric  CO2 concentration 
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decreases,  but  only  until  the  year  2341,  when a minimum of  about  409 ppmv is 

reached  (Fig.  3.1  c).  The  increase  of  atmospheric  CO2 observed  from year  2342 

onwards is a result of leakage of CO2 injected into the deep ocean earlier. Until the 

end of the simulation, a total amount of 437 Gt C is diagnosed to have leaked back 

into the atmosphere (Fig. 3.1 d). Thus, only about 55 % of the total mass injected (964 

Gt C) remains in the ocean until year 3020. From 2078 onwards, the land perennially 

turns into a carbon source with a total carbon loss of about 21 Gt C to the atmosphere.

Global mean temperature, relative to preindustrial, oscillates around the 1.5°C climate 

target by up to  ± 0.02°C after injections started until the year 2200. Until then, the 

1.5°C_target_Cemit simulation  of  the  first  approach  is  thus  nearly  successful  in 

reaching and maintaining  the  1.5°C climate  target.  Subsequently,  however,  global 

mean  surface  air  temperature  shows  a  slow increase  of up  to  0.02°C until  2341 

although atmospheric CO2 still decreases. This warming signal is owed to the lagged 

response of the deep ocean to previously increasing atmospheric CO2, i.e. committed 

warming, resulting in a decline of the ocean heat uptake from the atmosphere and thus 

in  an  increase  in  the  global  mean  temperature  (Zickfeld  and  Herrington,  2015; 

Zickfeld  et  al.,  2016).  However,  this  feedback  mechanism  (see  also Fig.  B1)  is 

overlaid  by  increasing  leakage  of  injected  CO2 back  into  the  atmosphere,  which 

becomes  the  dominating  process  for  atmospheric  warming  as  obvious  from  the 

atmospheric CO2 increase after year 2342 (Figs. 3.1 c, d). Hence, the global mean air 

temperature shows a steeper increase until it reaches a maximum of about +2.2°C 

above  preindustrial  level  at  the  end  of  the  simulation  (Fig.  3.1  b).  Thus,  the 

1.5°C_target_Cemit  simulation overshoots the 1.5°C climate target by about 0.7°C. 

As mentioned above, the diagnosed mass of injected CO2 that has leaked into the 

atmosphere during the entire simulation adds up to about 437 Gt C (Fig. 3.1 d). By 

subtracting this diagnosed leakage from the cumulative CO2 injections (964 Gt C), we 

determine the required CO2 emission reduction (527 Gt C) (Fig. 3.1 e) relative to the 

RCP/ECP 4.5 scenario to comply with a global mean temperature of about +2.2°C, 

relative to preindustrial, on a thousand-year timescale.
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Figure  3.1: Time-series  of  the  different  default  injection  experiments,  i.e.,  1.5°C_target_Cemit 
simulation  (black  lines),  1.5°C_target  simulation  (red  lines)  and  CO2target_RCP2.6  simulation
(blue lines) for (a) cumulative CO2 injections, (b) global mean surface air temperature,  relative to 
preindustrial,  (c)  atmospheric  CO2 concentration,  (d)  cumulative leakage of  injected CO2,  and (e) 
required emission reduction.
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Oceanic CCS in the second approach (1.5°C_target)  starts  as well  in 2045 

(Figs. 3.1 a, c).  Relative to preindustrial, global mean surface temperature continues 

to increase until 2061 with a maximum of about +1.56°C (Fig. 3.1 b). Subsequently, 

global mean temperature oscillates around the 1.5°C climate target until year 2300 

(Fig. 3.1 b). These oscillations get smaller over time until global mean temperature 

essentially stays at 1.5°C until the end of the simulation. We find that the oscillations 

are  not  related  to  our  experimental  design,  but  arise  in  the  applied  model  from 

climate-sea-ice feedbacks under the near-term 1.5°C conditions (see Fig. B2).  The 

terrestrial biosphere turns into a carbon source in 2061 and land-atmosphere carbon 

fluxes oscillate around zero until the end of the simulation. The total carbon loss from 

land to the atmosphere is about 75 Gt C. Atmospheric CO2 concentrations show a 

continuous decline when global mean temperature is held at the aspired climate target 

(Figs. 3.1 b, c). This is caused by a decline in ocean heat uptake as mentioned above 

and consistent to an additional accumulation of heat in the atmosphere at constant 

atmospheric CO2 concentrations (e.g., Zickfeld and Herrington, 2015; Zickfeld et al., 

2016), and which, in our second approach, needs to be counteracted by further CO2 

injections into the deep ocean.

By the end of the 1.5°C_target run, cumulative CO2 injections amount to about 1562 

Gt  C,  which  is  about  600  Gt  C  (62  %)  higher  than  in  the  1.5°C_target_Cemit  

simulation.  This amount of additional  CO2-injections  is  needed in order to reduce 

global mean warming at the end of the thousand-year simulation from 2.2oC in run 

1.5°C_target_Cemit to 1.5oC in run 1.5°C_target.

In the  1.5°C_target run, the diagnosed mass of injected CO2 that has leaked 

into the atmosphere and has been reinjected into the deep ocean during the entire 

simulation adds up to about 607 Gt C until year 3020 (Fig. 3.1 d). Hence, about 61 % 

of the total mass injected (1562 Gt C) stays in the ocean. This results in a required 

CO2 emission reduction of about 955 Gt C (Fig. 3.1 e), i.e., the amount of emission 

reduction necessary to comply with the 1.5°C climate target on a 1000 year timescale.
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In the third approach, CO2target_RCP2.6, oceanic CCS starts in the year 2031 

(Fig.  3.1  a)  as  the  atmospheric  CO2 concentration  caused  by  the  RCP  4.5  CO2 

emission scenario starts to exceed the targeted atmospheric CO2 concentration of the 

RCP 2.6. Relative to preindustrial, global mean temperature continues to increase to a 

maximum  of  approximately  +1.5°C  in  the  year  2078  with  a  corresponding 

atmospheric  CO2 concentration  of  433  ppmv  (Figs.  3.1  b,  c).  Subsequently, 

temperature  decreases  until  it  reaches  about  +0.9°C  relative  to  preindustrial 

temperature and at the end of the simulation with an atmospheric CO2 concentration 

of 327 ppmv (Figs. 3.1 b, c). Up to that point in time, cumulative CO2 injections in the 

default  CO2target_RCP2.6  simulation amount to about 2200 Gt C (Fig. 3.1 a). The 

land turns into a source between year 2076 and 2600 with a total loss of about 144 Gt 

C  to  the  atmosphere.  From  year  2600  onwards,  the  carbon  flux  between  the 

atmosphere  and  land is  nearly  zero.  By the  end of  the  simulation,  the  diagnosed 

leakage of injected carbon adds up to about 900 Gt C (Fig. 3.1 d), resulting in about 

59 % of injected CO2 that remains in the ocean until year 3020. Further, the required 

emission reduction in the CO2target_RCP2.6 run is about 1300 Gt C (Fig. 3.1 e).

By  the  end  of  the  CO2target_RCP2.6  simulation,  cumulative  CO2 

injections are about 636 Gt C (29 %) higher than in the 1.5°C_target simulation. This 

is also reflected in the higher diagnosed leakage by about 293 Gt C in total,  when 

compared to the  1.5°C_target simulation. In the attempt to follow the atmospheric 

CO2 concentration of the RCP2.6 (section 3.2.3), cumulative CO2 injections are almost 

twice the amount of the cumulative CO2  emissions difference between the RCP 4.5 

scenario and the RCP 2.6 scenario as applied here. This can be explained by the fact 

that oceanic CCS into the deep ocean steepens the surface to deep DIC-gradient (Fig. 

B3 a) fostering a back transport to the surface ocean. Most of this enhanced deep 

water DIC is transported with the meridional overturning circulation to the Southern 

Ocean (south of 40° S), where the largest fraction of the total leakage occurs in our 

injection experiments (Fig. B3 b). By the end of the 1.5°C_target_Cemit simulation, 

we find that  about  60 % of  the diagnosed leakage has  outgassed in the Southern 

Ocean  compared  to  about  77  %  in  1.5°C_target run  and  about  80  %  in  the 
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CO2target_RCP2.6  simulation. Overall,  we  find  that,  the  higher  the  direct  CO2 

injections into the deep ocean are, the higher the leakage (Figs. 3.1 a, d), the higher 

the  relative  portion  leaked  out  in  the  Southern  Ocean  and,  in  the  case  of  the 

simulations of the second and third approach, the amount of CO2 that needs to be re-

injected.

What this means in terms of the effectiveness of oceanic CCS is further highlighted 

by  the  comparison  of  the  required  cumulative  CO2 injections  in  the  default 

simulations  of the three different  approaches and the respective required emission 

reductions needed to reach the run’s specific climate target under a RCP/ECP 4.5 CO2 

emission scenario. As illustrated in Figs. 3.2 a, b, c, the approaches one, two and three 

represent  increasingly  stringent  climate  targets  as  evident  from  decreasing 

atmospheric warming relative to preindustrial conditions. Cumulative CO2 injections 

by the year 2100 are largely equivalent to the required emission reduction, because 

only a tiny fraction of injected CO2 has outgassed until that point in time (Figs. 3.1 d, 

3.2 a). However, by the end of the injection experiments, cumulative CO2 injections 

are much larger than the required emission reductions in year 3020 as indicated by the 

slopes of the eye-fitted lines in Figs. 3.2 b, c. This is due to the fact that the leakage in 

the injection experiments (Fig. 3.1, d) results in a larger CO2 removal effort.

 3.3.2 Sensitivities to CaCO3 sediment feedbacks and weathering fluxes

As  illustrated  in  Fig.  3.2  b,  cumulative  CO2 injections  in  the  1.5°C_targetsed 

simulation are about 165 Gt C (11 %) smaller until the year 3020 when compared to 

the  1.5°C_target  run  (1562 Gt  C).  This  smaller  CO2 injection  is  a  result  of  two 

processes (CaCO3 sediment dissolution and terrestrial weathering), which both have 

the net effect of adding alkalinity to the model ocean, when compared to the standard 

experiments without sediment feedbacks and continuous weathering fluxes. Until the 

end of the simulation, average ocean alkalinity has increased by 32 mmol/m3  in the 

1.5°C_targetsed run compared to 2422 mmol/m3 in the 1.5°C_target run. About 84 % 

of this increase in global mean alkalinity can be attributed to ocean CCS, the rest is 
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Figure 3.2: Comparison between simulations of the first approach (black symbols), simulations of 
the second approach (red symbols) and simulations of the third approach (blue symbols). The cross 
symbols refer to the default simulations with CO2 emission forcing only and the X symbols denote 
simulations  with  CO2 forcings  and  CaCO3 sediment  and  weathering  feedbacks.  These  symbols 
represent for (a) cumulative CO2 injections and corresponding global mean temperature, relative to 
preindustrial,  in  year  2100  (b)  cumulative  CO2 injections  and  corresponding  global  mean 
temperature,  relative  to  preindustrial,  at  the  end  of  the  simulation  (yr  3020),  and  (c)  required 
emission reduction and corresponding global mean temperature, relative to preindustrial, at the end 
of the simulations. Note that the dashed black lines are eye-fitted to the results of the standard runs.
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from ocean acidification according to the RCP 4.5 CO2-emission scenario, as evident 

from the control run with sediment and weathering feedback. An increase in ocean 

alkalinity  may  enhance  the  oceanic  uptake  of  atmospheric  CO2,  however,  only  if 

waters with increased alkalinity arrive at the surface waters and lower surface-ocean 

pCO2. This, in turn, reduces the required CO2 injections to reach and maintain the 

1.5°C  climate  target.  Dissolution  of  CaCO3 deep-sea  sediments  caused  by  the 

injection of CO2  into the deep ocean at 3000m causes the dissolution of 11.8 Pmol 

CaCO3  in the  1.5°C_targetsed simulation by year 3020 releasing 11.8 Pmol DIC and 

23.6 Pmol alkalinity to the deep ocean. Highest CaCO3  dissolution rates occur in the 

vicinity of the seven injection sites (Figs. B4 a, b). Hence, ocean acidification arriving 

in the deep ocean and ocean CCS convert sediments from a CaCO3 sink (116 Gt 

CaCO3-C at  the  end  of  the  respective  spin-up run)  to  a  source  of  its  dissolution 

products. A second process that contributes to the increase in ocean alkalinity is the 

terrestrial  CaCO3 weathering  flux  which  arrives  in  the  surface  ocean  via  river 

discharge, and amounts to about 19.3 Pmol alkalinity and 9.7 Pmol C (116 Gt C) until 

the end of the 1.5°C_targetsed simulation.

Disentangling the relative role of the two processes (turning CaCO3 burial into CaCO3 

dissolution; continuous flux of alkalinity from terrestrial weathering) with respect to 

stabilizing the oceanic CO2 uptake and thereby affecting the required CO2 injections is 

not trivial. Waters affected by CaCO3 sediment dissolution in the deep ocean need to 

return to the ocean surface before having an effect on surface ocean pCO2 and oceanic 

CO2 uptake (Cao et al., 2009). The fluxes from terrestrial weathering, however, are in 

our simulation,  continuous and constant with time (no sensitivity of weathering to 

changes in atmospheric  pCO2, surface air temperature or terrestrial production), and 

directly arrive in the surface ocean. It is thus likely that, in comparison to the standard 

experiments without terrestrial  weathering, the latter affect atmosphere-ocean CO2-

flux well  before the alkalinity  input  related to CaCO3 dissolution.  Quantifying the 

effect  of each process to reduce the required CO2 injection individually,  however, 

would require additional simulations, e.g. experiments with CaCO3 dissolution turned 

on but terrestrial weathering turned off. This is beyond the scope of this study. In 
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consequence of the two processes mentioned above, the required emission reduction 

amounts  to  about  846 Gt C,  i.e.  ~  109 Gt C (11 %) less  when compared to  the 

1.5°C_target run (Fig. 3.2 b).

The net effects of sediment/weathering feedbacks on the required CO2 injections in 

simulations of the second approach described above are as well represented in the 

injection experiments of the first and third approach, but are of smaller magnitude, 

i.e., 5 % less (Fig. 3.2 a, b, c).

The  neglect  of  non-CO2  greenhouse  gases  in  our  injection  experiments  may 

underestimate the required cumulative CO2 injections in each approach. This is due to 

the fact that non-CO2 greenhouse gases directly  affect the Earth’s energy balance, 

resulting in either warming or cooling of the atmosphere.  Gases like methane and 

nitrous oxide warm the Earth, while aerosols such as sulfate cool it (e.g., Myhre et al., 

2013). The current net effect is a small positive radiative forcing, which, although 

controversially  debated,  is  expected  to  increase  as  the  cooling  effect  of  sulfate 

aerosols  is  predicted  to  decline  over  the  half  of  this  century  (Moss  et  al.,  2010; 

Hansen et al., 2017; Rao et al., 2017).

 3.3.3 Biogeochemical impacts

Here, we present injection related biogeochemical impacts with respect to changes in 

pH and  the  saturation  state  of  aragonite  in  the  default  simulations  of  the  second 

(1.5°C_target) and third approach (CO2target_RCP2.6) and of the respective RCP 4.5 

control  run.  Simulations  of the first  approach  are neglected here,  because none of 

these are successful in reaching and maintaining the 1.5°C climate target.

At  the  beginning  of  our  default  simulations  (year  2020),  the  uptake  of 

anthropogenic CO2 has lowered average pH at the ocean surface by about 0.12 units, 

relative to its preindustrial value of about 8.16 (Fig. 3.3 a). This trend continues in the 

control simulation until its maximum reduction of about -0.25 units in the year 2762, 

which stays nearly constant until the end of the simulation (Fig. 3.3 a).
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Figure 3.2: Comparison of pH values and corresponding global mean temperature in the year 3020, 
both relative to preindustrial, between the control simulations (purple symbols), simulations of the 
second  approach  (red  symbols)  and  simulations  of  the  third  approach  (blue  symbols).  The cross  
symbols refer to the default simulations with only CO2 forcing and the X symbols denote simulations 
with CO2 forcings and CaCO3 sediment feedbacks. These symbols represent for (a) changes in ocean 
surface pH (0 to 130m depth), relative to preindustrial, and (b) changes in minimum pH values at 
3000 m depth, relative to preindustrial.Figure 3.3: Comparison of pH values between the default  RCP 4.5 control run (purple lines),  the 
1.5°C_target simulation (red lines) and the CO2target_RCP2.6 simulation (blue lines) for (a) average 
ocean surface pH (0 to 130 m depth),  (b) difference in ocean surface pH, relative to preindustrial,  
between the 1.5°C_target simulation and the default RCP 4.5 control run in yr 3020, (c) pH volumes of 
first (≤ 7.8 and ≥ 7.4, solid lines) and second category (< 7.4, dashed lines), (d) minimum pH values at  
3000 m depth, and (e) difference in minimum pH at 3000 m depth between the 1.5°C_target simulation 
and the default RCP 4.5 control run in yr 2062.
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As  direct  CO2 injections  lead  to  a  decline  in  the  atmospheric  CO2 

concentration (Fig. 3.1 c) and in consequence to a lower upper-ocean carbon uptake 

via air-sea gas exchange, we find smaller reductions in average ocean surface pH, i.e. 

a reduced upper ocean acidification, after year 2045 in the  1.5°C_target simulation 

and after year 2031 in the CO2target_RCP2.6 run (Fig. 3.3 a), i.e., shortly after their 

respective starting points of oceanic CCS (Fig. 3.1 a). In year 3020 the average ocean 

surface pH in the 1.5°C_target simulation is about +0.13 units higher, when compared 

to  the control  run (Fig.  3.3 a).  Using global  mean surface ocean pH as a metric,  

surface ocean acidification in year 3020 is slightly more intense in the 1.5°C_target 

simulation, but even reduced in the  CO2target_RCP2.6  run.  In both cases this is a 

direct  effect  of  a  lower  atmospheric  pCO2  (Fig.  3.1  c)  compared  to  year  2020. 

Amelioration of surface ocean pH shows regional variability (Fig. 3.3 b), with local 

maxima of the pH difference between the 1.5°C_target simulation and the control run 

in  the  year  3020 up to  +0.23  units,  in  particular  in  higher  latitudes  (Fig.  3.3  b). 

However, surface ocean acidification is less reduced in the Southern Ocean and even 

slightly increased in parts of the Weddell Sea, where most of the injected CO2 leaks 

back into the atmosphere (Fig. 3.3 b).

The simulated ameliorations in the surface ocean pH are expected to come at 

the expense of strongly acidified water masses in the vicinity of the seven injection 

sites at 3000m depth, when compared to the RCP 4.5 control run. In order to assess 

how much of the global ocean volume (~ 1.3577e9 km3) shifts to biotically critical pH 

values in our simulations, we define two pH categories. The first category is defined 

as 7.4 ≤ pH ≤ 7.8 (solid lines in Fig. 3.3 c) and is chosen because studies have shown 

that all calcifiers such as coralline algae and foraminaferans are strongly reduced or 

are absent from acidified areas (pH < 7.8) and the overall benthic community is about 

30 % less compared to normal conditions (e.g., IPCC, 2011; Fabricius et al., 2015). 

The second category includes pH values that are < 7.4 (dashed lines in Fig. 3.3 c).  

Such low pH values are for instance found in the vicinity of volcanic CO2 vents and 

cause a massive drop in biodiversity (e.g., Ogden, 2013).
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In  our  control  simulation,  we find  a  steady  increase  in  the  ocean  volume 

characterized by 7.4 ≤ pH ≤ 7.8, from about 11 % of total ocean volume in year 2020 

to  about  63  % in  year  3020  (Fig.  3.3  c).  Oceanic  CCS in  the  1.5°C_target and 

CO2target_RCP2.6 simulation leads  to  a  much  steeper  increase  of  ‘moderately’ 

acidified  waters  (7.4  ≤ pH  ≤  7.8)  with  maximum  values  of  76  %  and  71  %, 

respectively, in year 2551 (Fig. 3.3 c), but decreasing to 72 % and 64 % in year 3020. 

Considering  our  chosen category (7.4  ≤  pH ≤  7.8)  ocean CCS mainly  speeds  up 

interior-ocean acidification but does not increase the acidified volume at the end of 

the  simulation  very  much.  At  the  end  of  the  simulation  the  CO2target_RCP2.6 

simulation and the 1.5°C_target run show an increase of affected interior-ocean water 

by 1 and 13 %, respectively, compared to the control run.

Respective pH volumes of the second category (< 7.4) start to appear around the year 

2400 in the control simulation and then slowly increase to about 2 % until the end of 

the simulation (Fig. 3.3 e). In contrast, oceanic CCS directly results in volumes of the 

second category, which steadily increase until the year 3020 where it reaches 9 % of 

total  ocean  volume  in  the  1.5°C_target simulation  and  15  %  in  the 

CO2target_RCP2.6 run (Fig 3.3 c). The differences in both categories between the 

injection experiments are due to the higher cumulative mass of injected CO2 in the 

CO2target_RCP2.6  run, leading to a smaller volume in the first category and to a 

bigger volume in the second one (Figs. 3.1 a, 3.2 b).

In order to further identify extreme pH related to the injections, we look at minimum 

pH values. These are found at 3000m depth, i.e., the depth at which oceanic CCS is 

carried out.  Relative to preindustrial conditions, the highest reductions are found in 

the 1.5°C_target simulation with about -2.37 units in year 2062, however with large 

regional variability (Fig. 3.3 d, e). Subsequently, the pH values in the  1.5°C_target 

simulation show strong oscillations until about the year 2400, which are caused by the 

different  annual  CO2 injection  rates.  By  the  end  of  the  1.5°C_target simulation, 

minimum pH values in 3000m depth are up to 1 unit lower than in the control run 

(Fig. 3.3 d). We find a similar pattern in the CO2target_RCP2.6 simulation, although 

the  pH reductions  show only  slight  oscillations,  resulting  in  a  more  constant  pH 
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reduction  than  in  the  1.5°C_target simulation  (Fig.  3.3  d).  In  comparison  to  the 

injection experiments, minimum pH values in the control run start to appear from the 

year 2300 onwards, leading to a reduction of about -0.17 units in the year 3020 (Fig. 

3.3 d), i.e. the deep ocean feels OA very slowly.

Summarized,  we observe an increasing benefit  in average pH at the ocean surface 

with higher  cumulative  CO2 injections,  which comes at  the expense of increasing 

acidified water masses in the intermediate and deep ocean with strongest reductions in 

the vicinity of the injection sites (Fig. 3.3 e). Figure 3.4 a, b illustrates this trade-off 

for  the injection  experiments  of  the second and third approach as  well  as for the 

respective control  runs in year 3020. By comparing the different  simulations  with 

each other, we find that continental weathering and CaCO3 sediment feedbacks lead to 

a  slightly  higher  increase  in average  pH at  the  ocean  surface  as  well  as  smaller 

minimum pH values at 3000m depth, when compared to preindustrial. This is caused 

by the dissolution of CaCO3 sediments and the terrestrial weathering flux, which both 

have the net effect of adding alkalinity to the ocean and thereby increasing the buffer 

capacity of seawater.

The reported reductions in global average surface pH in our control simulation 

caused by the partial oceanic uptake of the RCP 4.5 CO2 emissions correspond to an 

increase in hydrogen ions (H+), which partly react with carbonate ions (CO3
2-) to form 

bicarbonate ions (HCO3
-).  This leads in consequence to a reduction in the surface 

saturation state (Ω) with respect to the CaCO3  minerals aragonite and calcite. This is 

of  importance  to  marine  calcifiers,  because  the  formation  of  shells  and skeletons 

generally occurs where Ω >1 and dissolution occurs where Ω < 1 (unless the shells or 

skeletons  are  protected,  for  instance,  by  organic  coatings)  (Doney  et  al.,  2009; 

Guinotte  and Fabry,  2008).  Since  aragonite  is  about  1.5 times  more  soluble  than 

calcite (Mucci, 1983) and since aragonite is the mineral form of coral reefs, which are 

of  large  socio-economic  value,  we  only  report  here  on  simulated  changes  in  the 

saturation state of aragonite.
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Figure 3.4: Comparison of pH values and corresponding global mean temperature in the year 3020, 
both relative to preindustrial, between the control simulations (purple symbols), simulations of the 
second  approach  (red  symbols)  and  simulations  of  the  third  approach  (blue  symbols).  The  cross 
symbols refer to the default simulations with only CO2 forcing and the X symbols denote simulations 
with CO2 forcings and CaCO3 sediment feedbacks. These symbols represent for (a) changes in ocean 
surface pH (0 to 130m depth), relative to preindustrial, and (b) changes in minimum pH values at 
3000 m depth, relative to preindustrial.
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To investigate how coral reef habitats might be impacted in our simulations, 

we here define the potential coral reef habitat as the volume of the global upper ocean 

(0:130 m, the two topmost model grid cells), which is characterized by ΩAR > 3.4 and 

ocean temperatures between 21°C and 28°C, where most coral reefs exist (Kleypas et 

al., 1999). We present this volume as the percent fraction of the total upper ocean 

volume  (4.637 x 107 km3) in our model.

For preindustrial conditions (year 1765), we find that about 37 % of the upper 

ocean volume are within our defined thresholds (green star in Figs. 3.5 a, b). At the 

beginning of our simulations (year 2020), this coral reef habitat volume has already 

declined to about 13 %, consistent with the current observation that many coral reefs 

are already under severe stress (e.g., Pandolfi et al., 2011; Ricke et al., 2013). Under 

the conditions of the RCP 4.5 CO2 emissions in the control run, we observe that the 

potential  tropical  coral  reef  habitat  volume reaches  0  % in  the  year  2056 and is 

persistently  zero  until  the  end of  the  simulations  (Fig.  3.5 a)  with  a  decrease  in 

aragonite oversaturation levels being the main driver.

In our injection experiments, we find an increase in the potential tropical coral reef 

habitat volume right after the start of oceanic CCS (Fig. 3.5 a). In the  1.5°C_target 

simulation the respective volume approaches zero (0.2 %) in the year 2044 and then 

steadily increases until it reaches 21 % at the end of the simulation, i.e. still 16 % less 

than its preindustrial state, but also 8 % more compared to the current situation (Figs. 

3.5 a, b). The respective volume in the CO2target_RCP2.6 simulation shows an earlier 

and  stronger  increase,  resulting  in  a  volume  of  about  34  %,  i.e.  3  %  less  than 

preindustrial, at the end of the model experiment (Fig. 3.5 a).

At preindustrial times, water masses in the upper ocean (0 - 130 m) that are 

undersaturated with respect to aragonite (ΩAR < 1) are negligible (0.2 %; Fig. 3.5 c, 

green  star).  This  volume  has  increased  to  about  1  %  at  the  beginning  of  our 

simulations.  Over  the  course  of  the  control  run,  we  observe  an  increase  with  a 

maximum of about 9 % in the year 2212. Subsequently, the respective volume slightly 

decreases  until  it  reaches  a  volume  of  about  7  % at  the  end  of  the  simulation.  
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As expected, undersaturated surface waters are located in higher latitudes (Fig. 3.5 d), 

which is for instance considered a threat to pteropods like Limacina helicina (e.g., 

Lischka et  al.,  2011).  In  the  1.5°C_target and  CO2target_RCP2.6  simulations, the 

respective  volumes are significantly smaller  and never exceed 2 % of the surface 

ocean  volume  (Fig  3.5  c,  d).  Undersaturated  surface-water  volumes  in  the 

1.5°C_target run are slightly higher than those in the CO2target_RCP2.6 simulation.

Further, we assess the volume that is undersaturated with respect to aragonite 

in the intermediate and deep ocean (130 - 6080 m) and present it as %-fraction the 

entire  interior  ocean  volume  (1.311e9  km3).  This  is  of  interest  since  changes  in 

interior-ocean  ΩAR  may  affect  the  growth  conditions  of  cold-water  corals  (e.g., 

Guinotte  et  al.,  2008;  Flögel  et  al.,  2014;  Roberts  and  Cairns,  2014)  and  the 

dissolution depth of sinking aragonite particle.

At the beginning of the simulations, we find 69 % of the interior oceans are 

undersaturated with respect to aragonite, which is about 3 % more than preindustrial 

(Fig. 3.5 e). Subsequently, we observe a similar increase in all simulations until about 

the year 2122, when the control simulations continues to increase until its maximum 

of about 91 % in the year 2713. The volumes in the injection experiments show only a 

very small increase after year 2122, leading until year 3020 to values of about 86 % in 

both injection simulations (Fig. 3.5 e). The bigger volume in the control run is likely 

caused by acidified waters at the ocean surface that ventilate intermediate and mode 

waters (Resplandy et al., 2013).

As shown in Figs. 3.6 a, b we observe a similar trade-off in the injection experiments 

of  the second and third approach in year  3020 as  for  pH (Figs.  3.4 a,  b),  i.e.  an 

increase  of  the  aragonite  saturation  states  in  the  upper  ocean  and  an  increase  of 

undersaturated conditions in the intermediate and deep ocean. Further, the effects of 

CaCO3 sediment dissolution and continental weathering lead to the highest benefit in 

the upper ocean and the lowest harm in the intermediate and deep ocean (Figs. 3.6 a, b).
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Figure 3.6: Comparison of volumes for different aragonite saturation states and corresponding global 
mean temperature in the year  3020, both relative to preindustrial,  between the control simulations 
(purple  symbols),  simulations  of  the  second  approach  (red  symbols)  and  simulations  of  the  third 
approach (blue symbols). The cross symbols refer to the default simulations with only CO2 forcing and 
the X symbols denote simulations with CO2 forcings and CaCO3 sediment feedbacks. These symbols
represent for (a) omega aragonite > 3.4 in the upper ocean (0 to 130m depth), relative to preindustrial,  
and (b) changes in minimum pH values at 3000 m depth, relative to preindustrial.
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 3.4 Conclusions

This  modeling  study  explores  the  potential  and  biogeochemical  impacts  of  three 

different  oceanic  CCS  approaches  as  a  means  to  fill  the  gap  between  the  CO2 

emissions and climate impacts of the RCP 4.5 and the 1.5°C climate target.

The analysis  of  the  1.5°C_target_Cemit simulation  (first  approach)  reveals 

that it would not be sufficient to inject the residual of the RCP 4.5 CO2 emissions (964 

Gt  C  in  total)  until  the  year  3020  once  a  global  mean  temperature  of  1.5°C  is 

exceeded for the first time (year 2045). In order to overcome the observed overshoot 

of +0.7°C by year 3020 in the first approach, we find that about 600 Gt C (62 %) 

more  need  to  be  injected  as  indicated  by  the  default  simulation  of  the  second 

approach, i.e., 1.5°C_target run (Figs. 3.1 a, b, 3.2 b).

To  follow the  atmospheric  CO2 concentration  of  the  RCP/ECP  2.6  as  closely  as 

possible by applying oceanic CCS would require cumulative CO2  injections of about 

2200 Gt C until the year 3020. However, global mean temperature reaches +0.9°C by 

the  end  of  the  CO2target_RCP2.6  simulation and thus  undershoots  the  respective 

climate target.

The comparison  between the  cumulative  CO2 injections  in  the  second and 

third  approach  and  the  respective  required  emission  reductions  questions  the 

suitability  of oceanic CCS for the aspired target  on such a timescale,  because the 

outgassed CO2 amounts, which are 607 and 900 Gt C by year 3020, respectively (Figs. 

3.1 d, 3.2 b, c),  would need to get re-captured by additional  technologies  such as 

DACS and subsequently re-injected into the deep ocean. Nevertheless, the required 

emission reductions of about 955 Gt C in the second and about 1300 Gt C in the third 

approach, point to the massive CO2 amounts that would need to get removed from the 

atmosphere under the RCP/ECP 4.5 CO2 emission scenario in order to be compatible 

with the 1.5°C climate target on a millennium timescale.

Furthermore,  we  quantify  the  amount  of  emission  reduction  and  oceanic  CCS, 

respectively, required to cool the model predicted global mean temperature by 1°C 
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from the integrated analysis of the model runs from all three approaches (i.e. eye-

fitted lines in Figs. 3.2 b, c). In the near-term (2100) this amount is found to be 446 Gt 

C / 1°C, which is approximately the same for both oceanic CCS and the required 

emission reductions as only a tiny fraction has outgassed until that point in time (see 

section 3.3.1). On a millennial  timescale this amount is about 951 Gt C / 1°C for 

oceanic  CCS  and  about  595  Gt  C  /  1°C  (37  %  less)  for  the  required  emission 

reductions, respectively.

Inclusion of CaCO3  sediment and weathering feedbacks reduces the required 

cumulative CO2 injections and required emission reductions by about 6 % in the first 

and third approach and by about 11 % in the second approach, respectively (Fig. 3.2 

b, c). The neglect of non-CO2 greenhouse gases in the applied forcing of the injection 

experiments  may  underestimate  the  cumulative  CO2  injections.  In  general,  it  is 

estimated  that  non-CO2 climate  agents  contribute  between  10-30  %  of  the  total 

forcing (Friedlingstein  et  al.,  2014) until  the year  2100 and for business  as  usual 

simulations.  Extrapolating  the current  contribution  of  greenhouse gases other  than 

CO2 qualitatively into the future we expect that CO2-injections of the magnitude of the 

CO2target_RCP2.6  simulation  may be  required  to  stay  safely  below +1.5°C on a 

millennium timescale.

With respect to the biogeochemical impacts in the injection simulations of the 

second  and  third  approach,  we  observe  an  increase  of  average  pH and aragonite 

saturation states in the surface ocean (0 - 130 m) after the start of oceanic CCS, when 

compared to the RCP 4.5 control run. These are due to the direct effect of a lower 

atmospheric pCO2 in the injection experiments, i.e., reduced upper ocean acidification 

(section 3.3.3).

Potential coral reef habitats in the upper ocean volume, which are here defined as ΩAR 

>  3.4  and  ocean  temperatures  between  21°C  and  28°C,  are  observed  to  steadily 

increase  after  the  start  of  oceanic  CCS  in  the  1.5°C_target run  and  the 

CO2target_RCP2.6 simulation (Fig. 3.5 a) almost reaching preindustrial levels in the 

CO2target_RCP2.6  simulation.  However,  the  potential  coral  reef  habitats  in  the 
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respective injection experiments are close to zero for several decades (Fig. 3.5 a), 

raising the question if coral reefs would be able to recover from globally inhabitable 

conditions during this period of time. Local application of ocean alkalinization (Feng 

et al., 2016) may be a technical solution to protect coral reefs during this time period, 

in particular in regions where coral reefs are essential for shoreline protections.

The  observed  reduction  of  ocean  acidification  in  the  surface  ocean  comes  at  the 

expense of more strongly acidified water masses in the intermediate and deep ocean, 

with strongest reductions in pH in the vicinity of the seven injections sites (Figs. 3.3 

d, e). Although it is difficult to predict how this would impact marine ecosystems, it is 

very likely that such conditions would put them under severe stress.

Overall,  the  trade-off  between  injection-related  damages  in  the  deep  ocean  and 

benefits in the upper ocean illustrate the challenge of evaluating the offset of local 

harm against global benefit, which is very likely the subject of any deliberate CO2 

removal method. Leaving aside the massive economic effort associated to ocean CCS 

of the size needed to reach the 1.5°C climate target,  humanity will have to decide 

whether  severe stress,  potentially  loss,  of deep-sea ecosystems is acceptable  when 

paid off by conserving or restoring surface ocean ecosystems to a large extent.
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 4 Integrated Assessment of Carbon Dioxide Removal

This chapter is based on a submitted manuscript to the science journal Earth's Future and is

currently under review: Rickels, W., Reith, F., Keller, D. P., Oschlies, A., and Quaas, M. F.

(2017).

Abstract. To maintain  the  chance  of  keeping  the  average  global  temperature

increase below 2°C and to limit long-term climate change, removing carbon dioxide

from the  atmosphere  (Carbon  Dioxide  Removal,  CDR)  is  becoming  increasingly

necessary.  We analyze optimal  and cost-effective climate policies in the Dynamic

Integrated  Assessment  Model  of  Climate  and  the  Economy  (DICE2016R)  and

investigate  i)  the  utilization  of  CDR  under  different  climate  objectives,  ii)  the

sensitivity of policies with respect to carbon cycle feedbacks, and iii) how well carbon

cycle  feedbacks  are  captured  in  the  carbon-cycle  models  used  in  state-of-the-art

integrated assessment models. Overall, the carbon cycle model in DICE2016R shows

clear improvements compared to its predecessor, DICE2013R, capturing much better

long-term dynamics and also oceanic carbon outgassing due to excess oceanic storage

of  carbon from CDR.  However,  this comes at  the cost  of  a  (too) tight  short-term

remaining emission budget, limiting the suitability to analyze low emission scenarios

accurately. With DICE2016R, the compliance with the 2°C goal is no longer feasible

without negative emissions via CDR. Overall, the optimal amount of CDR has to take

into account i) the emission substitution effect and ii) compensation for carbon cycle

feedbacks.

 4.1 Introduction

Achieving the 2°C and even more the 1.5°C goal is unrealistic  without intentional

atmospheric carbon dioxide removal (CDR)  (Collins et al., 2013; Rockström et al.,

2016; Rogelj et al., 2016b). How effectively CDR could contribute to mitigate climate

change is  still  very uncertain (Fuss et al.,  2014; Smith et al., 2015; Tokarska and
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Zickfeld, 2015; Anderson and Peters, 2016; Field and Mach, 2017). One central issue

is the storage of the carbon removed from the atmosphere. Especially carbon cycle

feedbacks, saturation effects, and outgassing of carbon may limit the effectiveness of

CDR (Vichi et al., 2013; Fuss et al., 2014; Tokarska and Zickfeld, 2015, Jones et al.,

2016). For assessing the potential of CDR in economically efficient climate policies,

the central methodological question thus is how well these feedbacks and effects are

reflected in carbon cycle models used in integrated assessment models (IAM).

A rigorous scientific assessment of these issues is lacking so far, in particular

when  taking  the  economic  feedbacks  and  efficient  choice  of  CDR  patterns  into

account. Here, we analyze optimal climate policies (including CDR) in the dynamic

integrated assessment model of climate and the economy DICE and investigate i) the

utilization of CDR under different climate objectives,  ii)  the sensitivity of policies

with respect to carbon cycle feedbacks, and iii) how well carbon cycle feedbacks are

captured in the carbon-cycle box models used in state-of-the-art integrated assessment

models.

We use  DICE in its  most  recent  version  (Nordhaus,  2017) and analyze in

addition how the results change if we replace the current carbon cycle model with the

carbon cycle model  from the previous version DICE2013R (Nordhaus and Sztorc,

2013) or with the carbon cycle model from the recent integrated assessment model by

(Gerlagh and Liski, 2017). We focus on storage of carbon from CDR in the ocean,

covering  a  broad  range  of  specific  CDR  methods  that  are  utilized  incrementally

according to their marginal deployment costs. To validate our integrated assessment

of  CDR  we  implement  the  optimal  climate  policies  in  the  non-linear  Bolin  and

Eriksson  Adjusted  Model  (BEAM)  (Glotter  et  al.,  2014)  and  the  intermediate

complexity  University  of  Victoria  Earth  System  Climate  Model  (UVic  ESCM)

(Weaver et al., 2001; Eby et al., 2013).

CDR simulations in Earth system models suggest that the efficiency decreases

with the total amount of “negative emissions” (i.e. carbon dioxide removed from the

atmosphere  and  stored  in  the  ocean  or  some  other  reservoir)  (Vichi  et  al.,  2013;

Tokarska  and  Zickfeld,  2015;  Jones  et  al.,  2016). Removing  carbon  from  the
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atmosphere results in reduced uptake of or even release of carbon from the terrestrial

biosphere  and  the  ocean  for  modest  or  strong  removal  scenarios,  respectively.

Enhancing  oceanic  carbon  uptake  (by  for  example  ocean  alkalinity  management)

implies that not only atmospheric but also terrestrial carbon is added to the ocean and

vice  versa  in  case  of  terrestrial  carbon  uptake  enhancement  (by  for  example

afforestation) (Keller et al., 2014). Without “extra” carbon removal to compensate for

these carbon cycle feedbacks, desired atmospheric carbon reduction targets cannot be

achieved (Jones et al., 2016).

The integrated assessment of CDR so far has focused on the role of terrestrial

CDR (in particular Bioenergy with Carbon Capture and Storage, BECCS), analyzing

how this sector  would contribute to the required energy transition to  achieve low-

emission pathways (Azar et al., 2010; Kriegler et al., 2013; van Vuuren et al., 2013;

Rose et al., 2014).  Integrated assessment models (IAMs) have been used to analyze

implications of terrestrial CDR for land use, water consumption, and food production

(Smith et  al., 2015; Boysen et al.,  2017b; Boysen et al.,  2017a). The influence of

carbon cycle feedbacks on the efficiency of CDR has received less attention.  One

exemption is the study of (Chen and Tavoni, 2013) who investigate CDR by direct air

capture (DAC) as additional  mitigation option in the integrated  assessment  model

WITCH (World  Induced  Technological  Change  Hybrid).  Based  on their  standard

DAC deployment scenario (without oceanic outgassing) they use information from

Vichi et al. (2013) to estimate the average reduction in effective atmospheric carbon

removal and correct the effectiveness of DAC for this outgassing. With this general

correction, they find that instead of extra removal to compensate for this outgassing

about 30 percent less DAC is deployed compared to their standard specification. This

can be explained by the fact that in their specification the effectiveness of DAC is

explicitly reduced and not implicitly determined by carbon cycle feedbacks as we do

in our study.

Few studies investigate whether and under which conditions IAMs produce

climate and carbon cycle outcomes which are consistent with outcomes of state-of the

art earth system models  (Warren et al., 2010; van Vuuren et al., 2011; Hof et al.,

2012). Warren et al. (2010) find that the selected IAMs show a significant variation in



 4   Integrated Assessment of Carbon Dioxide Removal 88

climate  outcomes  whereby  some  even  result  in  inconsistent  estimates  for  carbon

concentrations  and  temperature  response,  compared  to  IPCC  simulations.  They

suggest for example that FUND underestimates the temperature response and results

therefore in less ambitious mitigation strategies than optimal. However, van Vuuren et

al. (2011) finds that the outcomes of the IAMs are within the range of more complex

models.  Still,  they conclude that differences between carbon and climate outcomes

across IAMs are significant and matter with respect to the derived policy advice. Hof

et al.  (2012) also find significant differences but conclude that the implications on

optimal policies is small, relative to other factors, and argue that for example a rather

strong  carbon  cycle  feedback  found  in  the  PAGE-2002  model  has  only  modest

impacts on near  term mitigation due to discounting.  In conclusion, the differences

between  carbon  cycle  models  in  IAMs  matter  in  particular  when  considering

exogenously given climate targets like the 2°C goal instead of endogenously derived

optimal climate outcomes. 

Furthermore, the carbon cycle models applied in the IAMs are continuously

reviewed and updated with respect to new findings. For example, Glotter et al. (2014)

show that the carbon cycle in DICE2013R fails  to properly describe the long-term

development  of in particular  oceanic carbon uptake. In response,  the carbon cycle

model  in  DICE2016R is calibrated to include improved long-run dynamics (up to

4000  years)  (Nordhaus,  2017).  Yet,  DICE2016R  has  not  yet  been  part  of  a

comprehensive  assessment  with  respect  to  the appropriateness  of  its  carbon  cycle

model. Furthermore, the suitability of carbon cycle models applied in IAMs to capture

carbon cycle feedbacks with respect to CDR has not yet been systematically assessed. 

Only few carbon cycle models used in IAMS are capable of capturing these

feedbacks with respect to (oceanic) CDR. For example, PAGE, MERGE, FUND, and

REMIND rely on impulse response representations of the (oceanic) carbon cycle (van

Vuuren et al., 2011). This type of carbon cycle model does not allow keeping track of

carbon removed into other reservoirs and outgassing of sinks. While impulse-response

representations  can  capture  very  well  non-linarites  in  atmospheric  carbon

development, box-type representations become indispensable if options like (oceanic)

CDR  are  considered  under  accounting  for  carbon  cycle  feedbacks  (Rickels  and
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Lontzek, 2012). In this paper, we thus focus on box-type carbon cycle models that are

used in IAMs.

The  paper  is  structured  as  follows.  Section  2  presents  our  methodical

approach,  explaining  first  the  derivation  of  optimal  mitigation policies  (including

CDR) in DICE and explaining secondly the comparison of the results obtained with

linear  carbon  cycle  models  to  non-linear  carbon  cycle  and  Earth  system  models.

Section 3 presents and discusses our results, Section 4 discusses potential limitations

of our study, and Section 5 concludes.

 4.2 Methods

 4.2.1 Derivation of optimal climate policies including CDR 

We  derived  optimal  climate  policies  with  the  widely  used  integrated  assessment

model DICE in its most recent version (i.e. DICE2016R) (Nordhaus, 2017). The time

horizon we considered is the DICE2016R planning period, starting in year 2015 and

running until year 2500. We used three different carbon cycles models in combination

with the economic and climate module from DICE2016R: i) the carbon cycle model

from DICE2016R itself (labeled CC16  in the following), ii) the carbon cycle model

from DICE2013R  (Nordhaus and Sztorc, 2013) (labeled CC13), and iii) the carbon

cycle model from (Gerlagh and Liski, 2017) (labeled CCGL). All three carbon cycles

models are box-models with linearized carbon fluxes between the boxes. Our research

question restricts the carbon cycle models we consider to those that allow the tracking

of  carbon  removed  from  the  atmosphere  and  added  to  non-atmospheric  carbon

reservoirs like the ocean. The box models we have chosen have this property. In both,

CC16 and CC13, the three boxes represent atmosphere, upper ocean, and lower ocean.

CCGL is  instead  based  on  the  assumption  that  atmosphere  and  upper  ocean

instantaneously  equilibrate,  implying  that  atmospheric  carbon  stock  is  a  constant

fraction  of  the  carbon  stock  in  the  first  box,  whereas  the  second  and  third  box
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represent  the terrestrial  biosphere  and  the deep ocean  carbon stocks,  respectively.

CC16 and CC13 differ only in their calibration. While CC13 is primarily calibrated to

capture short-term dynamics of the global carbon cycle (until  the first 100 years),

CC16 is calibrated to capture also long-term dynamics (up to 4000 years) (Nordhaus,

2017). DICE2016R operates in 5 year time steps and the carbon cycle models are

calibrated accordingly.  In  CCGL changing the time  steps  does not  only imply an

adjustment of the transition matrix between the boxes but also the share of emissions

(and CDR) entering the different boxes. While for one year time steps all emissions

enter the upper box (atmosphere and upper ocean), for time steps larger than one year,

a certain fraction enters directly the other two boxes. For all three carbon cycle model

specifications we  used  the  climate model  (forcing and  temperature  specifications)

from  DICE2016R,  its  assumptions  about  the  development  of  exogenous  forcing

(resulting  from other  GHG emissions  and  aerosol  emissions),  its  specification  of

economic dynamics, and the objective function. More details and the parametrization

of the three carbon cycles are presented in the Supplementary Information C1.

We analyze three different mitigation frameworks: i) optimal mitigation where

the cost of mitigation are weighted against the benefits of reduced climate damages

(labeled CBA in the following), ii) cost-minimal mitigation under compliance with the

2°C goal (labeled  2C), and iii)  cost-minimal mitigation under compliance with the

2°C goal from the year 2100 onwards (labeled 2C2100). In CBA the optimal level of

climate change is endogenously determined, in  2C and  2C2100 the level of climate

change is exogenously constrained, whereas in the latter the level of overshooting is

endogenously  determined.  We  neglected  the  possibility  to  consider  another

overshooting framework where compliance with the 1.5°C goal would be achieved

from 2100 onwards,  as investigation of such a tight climate target is only sensible

under additional mitigation options for non-CO2 emissions and for land-use change

emissions (Rogelj et al., 2016a; Su et al., 2017). Here, we focused on the role of CDR

and  carbon  cycle  feedbacks  and  left  therefore  as  many  other  components  of  the

original DICE2016R model as possible unchanged (including its assumptions about

exogenous forcing resulting for example from non-CO2 emissions).
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In addition to abatement-only scenarios,  we analyzed abatement  with CDR

within the three mitigation frameworks, distinguishing between three CDR options: i)

(hypothetical) perfect storage in some reservoir disconnected from the boxes of the

carbon cycle model, ii) oceanic CDR, i.e. storage in the deep ocean box, and iii) and

oceanic CDR under the (false) assumption of perfect storage. With the first option,

carbon  was  actually  removed  from  the  carbon  cycle.  Such  an  option  would

correspond to geological storage under the unrealistic assumptions that there are no

scarcity issues and no leakage. The first option was primarily used as benchmark for

the second option to  investigate how carbon cycle feedbacks in  the simple carbon

cycle models change the optimal CDR application. With the second option, carbon

was removed from the atmosphere and added to the deep ocean. Here, we considered

rather generic oceanic CDR and accordingly, such an option would correspond to a

set of CDR methods, aiming at increasing deep ocean carbon uptake. Probably the

best analogy is achieved by considering deep ocean carbon injection (Marchetti, 1977;

IPCC, 2005), however, also other CDR methods with significant deep ocean carbon

uptake are relevant. With the third option, carbon was removed from the atmosphere

under the assumption of perfect storage, however, actually added to the deep ocean.

Accordingly,  the  decision-maker observes  in  the  next  period that  his expectations

about carbon stocks were wrong. Thus, after each time step a new optimal policy is

derived, however with the actual values for the carbon stocks in the different boxes

resulting from oceanic CDR. Consequently, here the mitigation policy was iteratively

derived under constant updating with respect to the true values for the carbon stocks

and corresponding forcing and temperature change. The third option provides insights

regarding  unforeseen  leakage  from  submarine  geological  storage  (here  with  the

extreme assumption of  full  leakage  into the deep ocean)  under  the condition that

changes  in  carbon  stocks  are  properly monitored.  The  third  option  also  provides

insights to which extend an inaccurate carbon cycle model results in less efficient

climate policies under the condition of perfect monitoring.

We  introduced  CDR  as  new  variable  into  DICE2016R.  The  original

specification of  DICE2016R allows  “net  negative  emissions”  from the  year  2165

onwards.  Negative emissions are simply abatement rates larger than one under the
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assumption of perfect storage as discussed above. However, the negative emissions in

the original DICE2016R specification are constrained to not exceed 20 percent of the

business-as-usual industrial emissions in each time step. In contrast, we imposed no

constraints  on  the  amount  of  CDR  except  that  atmospheric  carbon  concentration

cannot  be reduced below preindustrial levels (below we discuss the implication of

relaxing this assumption).

There is a broad range of unit cost estimates for the various CDR measures in

the literature, ranging for example for ocean alkalinity management from 40 USD/t

CO2 up  to  144  USD/t  CO2  (Harvey  (2008) and  (Paquay  and  Zeebe,  2013)

respectively).  The  differences  arise  from  different  assumptions  regarding  the

implementation (e.g. scale and technology applied) and from the uncertainty about

cost  components.  Furthermore,  the  studies  neglect  potential  cost-savings  via

technological  progress  and  economies  of  scale,  but  also  neglect  potential  cost

increases via (general equilibrium) price effects if the methods are applied on a larger-

scale.  We  believe  that  the  operational  cost  are  best  described  by  a  convex  cost

function capturing increasing marginal costs,  which holds a) within a specific CDR

method and b) across  CDR methods:  a)  because  specific  CDR methods  are most

likely applied to the most suitable locations first (e.g.  close to an appropriate lime

deposite  in  case  of  alkalinity  management)  while  increasing  the amount  of  CDR

requires  more  effort  (e.g.  larger  transport  distance  for  lime  and  larger  transport

distance  on  sea);  b)  because  generic  (oceanic)  CDR  implies that  a  set  of  CDR

methods are considered which can be ordered according to their unit cost (like the Mc

Kinsey abatement cost curve, (McKinsey&Company, 2010)). While almost certainly

small-scale CDR (in the ton or even small megaton scale) can be carried out rather

cheaply,  the major  uncertainty  surrounds  the operational  cost  of  large-scale  CDR

application (in the gigaton scale). Accordingly, we assumed a simple linear-quadratic

cost function for CDR operation:

CDRcost (GtC )=c1∗CDR+c2∗(GtC )
2 (1).
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CDR is measured in Gt C, and c1 in σ13 and c2 in 1012
USD /GtC

2. Parameter c1

was  set  to  0.29328  1012
USD /GtC ,  corresponding  to  80USD/tCO2 for the  initial

amount  of  (oceanic)  CDR  (Klepper  and  Rickels,  2012).  For  parameter  σ 22 we

considered  a broad  parameter  range (to  reflect  the uncertainty  about  the  scale  of

CDR), ranging from 0.01833 1012
USD /GtC

2 to 18.33  σ
32

, corresponding to marginal

CDR cost at the first Gt C of 90 USD/t CO2 and 10,080 USD/t CO2, respectively. The

marginal CDR cost curve is linear in the amount of CDR, and increasing with a slope

c2. In order to study the effect of CDR cost we vary this parameter c2, i.e. the slope of

the marginal CDR cost curve, in our analysis.

An extra social cost of CDR arises in case of non-perfect storage from carbon

cycle feedbacks and is determined by the carbon cycle models. Consequently, CDR

allows saving the atmospheric social cost  (i.e. the carbon price) but causing at the

same  time  oceanic  social  cost  (arising  from  the  carbon  cycle  feedbacks).

Accordingly,  for  equal  operational  cost,  the  optimal  amounts  of  CDR  (and

subsequently the optimal amount of emission via the substitution effect) differ for the

three different carbon cycle models. Note that this approach is different to (Chen and

Tavoni, 2013) who explicitly corrected the effectiveness of the CDR methods (i.e.

increasing effectively its units costs.)

The DICE model with the different carbon cycles for the different mitigation

frameworks has  been  solved  with the  constrained  optimization  package  Knitro in

AMPL. All model files are included in the supplementary information.

 4.2.2 Assessment of optimal climate policies with respect to carbon cycle 

feedbacks

For the assessment of the appropriateness of linear box models for the investigation of

CDR in integrated assessment models, we implemented the derived optimal policies

in the i) the non-linear Bolin and Eriksson Adjusted Model (BEAM) (Glotter  et al.

(2014)) and the intermediate complexity University of Victoria Earth System Climate

Model (UVic ESCM) (Weaver et al., 2001; Eby et al., 2013). For this exercise, we
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followed Glotter et al. (2014) by extending the time-horizon until the year 4000. Until

the  year  2500 we imposed  the optimal  climate policies  derived  by the integrated

assessment model and beyond 2500 we assumed that both emissions and CDR were

zero. This allowed investigating how well the linear box models simulate potential

outgassing  events  and  corresponding  temperature  responses  of  long-term  CDR

policies.  Note that  with a  time-horizon beyond the year  2500 in  the optimization

exercise, the optimal policies would have suggested to sustain positive CDR in case of

outgassing. We compare the distribution of carbon in the carbon cycle for the various

mitigation  scenarios  in  the  year  4000  against  a  reference  scenario  (with  zero

emissions  from  2015  onwards).  In  both  models  (BEAM  and  UVic  ESCM)  we

imposed the same assumptions about  the development  of exogenous forcing as in

DICE2016R.

BEAM is also a three-box model, containing the atmosphere, upper ocean, and

deep ocean carbon stocks. However, the carbon fluxes between atmosphere and upper

ocean  are  influenced explicitly  by the nonlinear  ocean carbonate chemistry and a

temperature feedback (affecting the carbon storage and CO2 solubility) (Glotter et al.

(2014). Oceanic CDR is implemented by simply adding carbon to the carbon stock in

the deep ocean. The application of BEAM is restricted to the carbon cycle which we

combined with the climate model from DICE2016R.

UVic  consists  of  three  dynamically  coupled  main  components:  a  three-

dimensional  general  circulation ocean model  based on the Modular  Ocean Model

MOM2 (Pacanowski, 1996) including a marine biogeochemical model (Keller et al.,

2012)  and a dynamic-thermodynamic sea-ice  model  (Bitz  and Lipscomb,  1999),  a

terrestrial vegetation and carbon-cycle model  (Meissner et al., 2003)  based on the

Hadley Center model TRIFFID (Top-down Representation of Interactive Foliage and

Flora Including Dynamics) and the hydrological land component MOSES (Met Office

Surface Exchange Scheme),  and a  one-layer  atmospheric energy-moisture  balance

model  (based  on  (Fanning  and  Weaver,  1996).  All  components  have  a  common

horizontal resolution of 3.6° longitude x 1.8° latitude. The oceanic component has 19

vertical levels with thicknesses ranging from 50 m near the surface to 500 m in the
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deep  ocean.  Formulations  of  the  air-sea  gas  exchange  and  seawater  carbonate

chemistry are based on the OCMIP abiotic protocol (Orr et al., 1999).

CDR in UVic was simulated by injecting CO2 at seven separate injections

sites,  which are located in individual grid boxes near the Bay of Biscay (42.3° N,

16.2° W), New York (36.9° N, 66.6° W), Rio de Janeiro (27.9° S, 37.8° W), San

Francisco (31.5° N, 131.4° W), Tokyo (33.3° N, 142.2° E), Jakarta (11.7° S, 102.6°

E)  and Mumbai  (13.5° N,  63° E)  (Reith  et  al.,  2016,   Figure 1).  Injections  were

simulated  to  be carried  out  at  2900  m depth  to  minimize  leakage  and  maximize

retention  time.  At  this  depth,  liquid CO2 is  denser  than  seawater,  which  has  the

additional advantage that any undissolved droplets would sink rather than rise to the

surface (e.g., IPCC, 2005). The simulated injection were based on the OCMIP carbon

sequestration protocols and carried out in an idealized manner by adding CO2 directly

to the dissolved inorganic carbon (DIC) pool (Orr et al., 2001). Thus, we neglected

any gravitational effects and assumed that the injected CO2 instantaneously dissolves

into seawater and is transported quickly away from the injection point and distributed

homogenously  over  the  entire  model  grid  box  with  lateral  dimensions  of  a  few

hundred kilometers and many tens of meters in the vertical  direction (Reith et al.,

2016).

We also conducted sensitivity experiments for our CDR simulations that focus

on the parameterization of vertical ocean mixing. Vertical ocean mixing plays a key

role in i) determining ocean circulation, ii) biogeochemical cycles, and iii) ocean to

atmosphere heat and carbon fluxes. We varied this parameterization by increasing and

decreasing it by 50 % (hereafter, denoted by Kv_low and Kv_high), which is within

the range of observational estimates (Duteil and Oschlies, 2011). Further details about

the  application  of  BEAM  and  UVic  ESCM  are  presented  in  the  Supplementary

Information C2.
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 4.3 Results and Discussion

Figure 4.1 shows that  there is  a  significant  difference between oceanic  CDR and

perfect CDR for the  CCGL carbon cycle model and almost no difference for  CC13

carbon cycle model, reflecting that CCGL has the fastest exchange between the boxes,

whereas CC13 has the lowest exchange, such that oceanic CDR is almost “perfect” in

CC13. The CCGL box model assumes that atmospheric carbon is a constant fraction

of the carbon stock in the upper box. Consequently, excess carbon in the deep ocean

enters directly  the atmosphere,  while in  the specification with  CC13 and  CC16 it

needs to pass through the upper ocean box. However, with the updated calibration of

CC16 (in comparison to CC13), excess deep ocean carbon is more easily returned to

the  atmosphere,  as  becomes  evident  by the lower  amount  of  CDR  required  with

perfect storage in comparison to oceanic storage.

In contrast to  (Chen and Tavoni, 2013) we find that the presence of carbon

cycle feedbacks does not necessarily result in lower CDR deployment compared to

the “perfect storage” case. While obviously higher operational cost result in less CDR

deployment, the difference between oceanic CDR and perfect storage indicate that as

long CDR is sufficiently cheap (from an operational cost perspective), extra CDR is

carried out to compensate for leakage to the atmosphere and carbon cycle feedbacks

(less  ambient  carbon uptake  by  the  sinks).  However,  this  holds  only  true  until  a

certain value for the operational cost, as measured by the slope of the marginal cost

curve: if the marginal cost function becomes too steep, it becomes too costly to carry

out the extra CDR and in case of fast exchange between the boxes (CCGL carbon

cycle model) less oceanic CDR is carried out compared to perfect storage.

The plots for the cumulative amount of CDR in the CBA framework show a

few kinks. For all three carbon cycles we observe a kink towards the right end side of

the plots, for CC16 close to 1, for CC13 around 0.8, and for CCGL (even though less

pronounced)  around  0.4.  These  kinks  are  explained  because  i)  we  constraint

atmospheric carbon concentration by its preindustrial level and ii) we leave the other

assumptions of DICE2016R with respect to exogenous forcing and land-use emissions

unchanged.
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Figure  4.1:  Cumulative CDR and Net Emissions as Function of  Convexity of CDR cost  for  the
period 2015 until 2500.

The  figure  shows the  cumulative  optimal  amount  of  CDR (left  panel)  and  cumulative  optimal
amounts of net emissions (right panel) as function of c2, the slope of the marginal  CDR cost curve.
The upper panel corresponds to CC16 (the carbon cycle model from DICE2016R), the middle panel
corresponds to CC13 (the carbon cycle model from DICE2013R), and the lower panel corresponds to
CCGL (the  carbon cycle model from Gerlagh and Liski  (2017)).  Each box displays the  optimal
amounts for CBA (blue lines) and 2C (red lines) for two CDR options, oceanic CDR (solid lines) and
perfect storage (dashed lines).

Due to increasing exogenous forcing (up to 1 W/m2 until the year 2100 and constant

at this value thereafter) there is some non-CO2 induced warming, causing damages.

Accordingly,  it  would be optimal  for  a  flat marginal  CDR cost  curve to  decrease

atmospheric  carbon concentration below its  preindustrial  level  to  achieve negative

CO2 forcing (compared to  the preindustrial  level)  to  compensate for  the  non-CO2

forcing.  Accordingly,  without  that  constraint  we  would  observe  more  cumulative

CDR to the left of this kink. The second kink which is only present for  CC13 and

CCGL (in  CC16 the  transition  is  smooth)  coincides  with  a  substitution  effect
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becoming present: here the amount of emissions actually increases in response to the

availability of CDR. We discuss this issue in more detail below.

Looking  at  the  optimal  amounts  of  net  emissions  for  the  2C framework

indicates that  CC16 is most restrictive in terms of the (remaining) emission budget.

While both,  CC13 and  CCGL, still allow for positive cumulative net emissions for

compliance with the 2°C degree goal, CC16 requires already negative cumulative net

emissions for this goal. Note that  CCGL shows significant negative cumulative net

negative emissions for a flatter marginal CDR cost curve in case of oceanic CDR but

not in case of perfect storage due to the compensation for carbon leakage and carbon

cycle feedbacks. However, for all three carbon cycle models, the optimal amounts of

CDR and net emission are higher in the CBA frameworks than in the 2C framework.

This can be explained by the different time profile of CDR utilization and in turn

different substitution effect to which we turn next.

Figure 4.2 shows in the left  panel a  similar information as Figure 4.1, but

including the time profile of cumulative oceanic CDR (until 2500). The right panel

shows the distribution of carbon emissions in the different carbon boxes in the year

4000 as function of  the cumulative amount of  CDR.  Furthermore, the right  panel

contains information about peak and average temperature for the period 2015 until

2500 and for the period 2500 until 4000. Both panels provide the information for the

three climate policy scenarios,  CBA,  2C, and  2C2100 from the top to  the bottom,

respectively. The figure provides the information for CC16 (the corresponding figures

for CC13 and CCGL are provided in Supplement C, respectively).

The  time  profile  reveals  the  different  utilization  of  CDR  in  DICE  in  the

different mitigation frameworks. In the  CBA framework the bulk of CDR is carried

out beyond 2100 and CDR is used as long-term strategy to reduce the atmospheric

carbon  concentration  (a).  This  becomes  evident  by  looking  at  the  corresponding

distribution of emissions in the carbon cycle (e) as function of cumulative CDR. First,

there  is  almost  no  substitution  effect  with  respect  to  emissions  present  until

cumulative CDR reach 1200 Gt C. Second, there is only a modest decline in peak
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temperature (red line) compared to the situation without CDR. The reason is that the

DICE model (also in the 2016R specification) has a rather modest estimate for climate

impacts, suggesting that in a framework where the cost of abatement are weighted

Figure 4.2: Time Profile of CDR Application (until year 2500), Carbon Distribution in  year 4000,
and Temperature Response until year 2500 and 4000 in CC16.

The left  panel  shows similar  information as  Figure  4.1,  but  including the  time profile  of  CDR
utilization  for  the  different  mitigation  frameworks  (CBA,  2C,  and  2C2100 in  a),  b)  and  c),
respectively). The right panel shows the distribution of the carbon emissions (from 2015 until 2500)
in the year 4000 across the different carbon reservoirs in dependence of the cumulative amount of
CDR for the different mitigation frameworks (CBA,  2C, and 2C2100 in d), e) and f), respectively).
The right panel also includes information about peak and average temperature for the period 2015-
2500 and 2501 until 4000.



 4   Integrated Assessment of Carbon Dioxide Removal 100

against the avoided damages of climate change a peak temperature increase of about

4°C is optimal. Consequently, the optimal amount of emissions is strongly influenced

by the evolution of carbon intensity and the backstop price for emission-free energy

(which are  both  given  exogenously).  CDR is postponed  into the  future when  the

economy is  very  rich (due  to  continuous  growth  in  the  DICE  economic  model),

making CDR cheaply affordable. This is indicated by the stronger decline in average

temperature. While without CDR the decline in temperature is limited by the rather

slow natural carbon uptake, with CDR this option is used to speed up this process.

Only for a rather flat marginal CDR cost function we observe some substitution effect

and some effect on atmospheric peak temperature. Turning to the long term effects,

we see that for CDR up to a cumulative amount of 1100 Gt C, also peak and average

temperature beyond 2500 are declining because of speeding up the natural  carbon

uptake.  However,  for  larger  CDR  amounts,  resulting  in  increasing  cumulative

emissions,  we  observe  that  peak  and  average  temperature  are  increasing  in  the

cumulative amount of CDR, indicating that carbon previously removed returns to the

atmosphere (as indicated by the increasing grey atmospheric bar), causing peak and

average temperature to rise again.

In the  2C framework, CDR has a very different role compared to the  CBA

framework. A significant amount of CDR is deployed already before 2100 with an

increasing share relative to the total amount of CDR with steeper marginal CDR cost

curve.  Furthermore,  CDR  is  already  deployed  before  2050  and  we  observe  a

significant emission substitution effect. As discussed above, CC16 is most restrictive

in terms of the (remaining) emission budget. Without CDR the 2°C target cannot be

achieved, however, already a cumulative amount of 100 Gt C CDR is sufficient (here

the solid red line indicating peak temperature drops to 2°C) for compliance with 2°C.

Increasing amounts of CDR result in increasing amounts of cumulative emissions, in

turn with consequences for the temperature response beyond 2500. Without sustained

CDR, the carbon added to the oceanic reservoir equilibrates with the upper ocean and

atmosphere and we observe both, a peak and average warming beyond 2500. 

The utilization of CDR in the  2C2100 framework is  only slightly different

compared to the 2C framework. The time profile in the lower left panel (c) shows that
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less carbon is removed from the atmosphere before 2050, instead the majority of CDR

is utilized in the period 2050 until 2100 because the 2°C goal has to be achieved by

2100.  Accordingly,  the  lower  right  panel  (f)  shows  that  peak  temperature  and

therefore temperature overshooting increases in the cumulative amount of CDR with

the same consequences for long-term warming (after switching CDR off) as in the 2C

framework.

The time profiles  and distribution plots  for  CC13 and  CCGL look similar

(Figure C2 and Figure C3 in the Supplementary Information, respectively), however

there are two noticeable differences.  First, due to the very slow exchange between

carbon reservoirs in CC13 all emissions end up in the deep ocean in the year 4000 for

CDR application which cumulatively exceeds  1,000 Gt C in  the  CBA framework.

Furthermore,  we  even  observe  that  extra  carbon,  in  excess  of  the  cumulative

emissions  is  removed  from  the  atmosphere  to  the  deep  ocean,  implying  that

atmospheric  carbon  content  is  lower  than  in  the  reference  scenario  without  any

emissions from the year 2015 to the year 4000. However, for 2C and 2C2100 we do

not observe this effect for  CC13 because here the substitution effect with respect to

abatement  results  in  a  too strong emission  increase.  Still,  the  atmospheric  carbon

content in the year 4000 is significantly lower with  CC13 than with  CC16 or even

CCGL.  Accordingly, peak and average temperature are not increasing beyond 2500

in  CC13. Second, due to the fast exchange between carbon reservoirs in  CCGL the

substitution effect with respect to abatement is very low in the  CBA framework, at

least within the displayed scale of CDR (up 1500 Gt C).  Here, a significant increase

in emissions can only be observed for cumulative CDR larger than 2,500 Gt C. In the

2C and 2C2100 frameworks the substitution effect is present, however, resulting in a

less step increase in cumulative emissions for increasing cumulative CDR compared

to CC13 and in particular CC16.

The faster  exchange between reservoirs in  CCGL also results in  a stronger

difference between oceanic CDR and oceanic CDR under the (false) conjecture of

perfect storage. Figure 4.3 shows the time profile of the difference between these two

CDR options for all three carbon cycles in the 2C framework. We have chosen CDR

cost  scenarios which correspond to a cumulative amount of 1500 Gt C CDR until
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2500. For a smaller cumulative amount of CDR (i.e. steeper marginal CDR cost) the

difference shrinks. As shown already in Figure 4.1, there is a significant difference

between perfect  storage and oceanic storage for  CCGL.  Because of the rather fast

exchange, the substitution effect is smaller with oceanic CDR (and only present for

very flat CDR cost which allow carry out the extra CDR to compensate for the carbon

cycle  feedbacks)  than  with  perfect  storage.   Accordingly,  a  planner  who  falsely

assumes perfect storage would set emission reductions too low (and in turn emissions

are too high) such that more CDR is needed to compensate for carbon returning to

atmosphere.  In  sum,  the false assumption with respect  to  CDR results in  an extra

cumulative amount of CDR of about 180 Gt C in comparison to the optimal amount

of 1500 Gt C under the correct assumption. With CC13 there is almost no difference

due to the effect that there is almost no difference between perfect and oceanic CDR

in that model (cf. Figure 4.1). With  CC16 we observe a small difference, resulting

from the same mechanism as for CCGL but the cumulative extra amount of CDR is

below 10 Gt C (in comparison to the optimal amount of 1500 Gt C). 

The figure  shows the  annual  difference between oceanic  CDR andoceanic  CDR under the  (false)
assumption of perfect storagein the 2C framework for all three carbon cycles for the case of 1500 Gt C
cumulative CDR under oceanic CDR.

Figure 4.3: Implications of oceanic CDR under the (false) 
assumption of perfect storage.
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We turn now to the question how well  the atmospheric carbon and global

mean temperatures trajectories obtained from optimal mitigation policies are reflected

by corresponding simulations obtained in more sophisticated carbon cycle and Earth

system models. We focus here on the optimal mitigation policies derived with CC16,

and implement those also in CC13,  CCGL, BEAM ,and UVic ESCM. Until the year

2500 the optimal polices were implemented,  followed by zero emissions and zero

CDR  until  the  end of  the  simulation  horizon  in  the  year  4000.  We look first  at

mitigation policies without CDR before we turn to selected CDR policies. Figure 4.4

shows the  development  of  atmospheric  carbon  content  and the increase  in  global

mean temperature for business-as-usual emissions, for the  CBA framework, and for

the 2C framework where in the CBA framework the optimal amount of emissions was

obtained from CC16. Note that with CC16 the 2C goal cannot be achieved (without

changing the assumptions underlying exogenous forcing) and we implemented zero

emissions throughout the entire period. 

The results indicate that CC16 has significantly improved with respect to the

long-term dynamics, in particular for high emission scenarios, as becomes evident by

the much smaller gap to the simulated atmospheric carbon content and global mean

temperature increase obtained with BEAM and UVic for business-as-usual emissions

compared  to  the  gap  with  CC13 and  CCGL.  For  the  cumulative  business  usual

emissions of  5630 Gt C (until the year 2500), peak atmospheric concentration (global

mean temperature increase relative to preindustrial) increases to about 2330 and 2594

ppm (4.57°C and 4.97°C)  in  UVic ESCM and BEAM, respectively. In  CC16 the

corresponding figures are 1884 ppm and 4.3°C, whereas in CC13 only 1232 ppm and

3.42°C and in CCGL even lower with 953 ppm and 2.8862°C. However, the improved

long-term dynamics in CC16 comes apparently at the cost of being too restrictive with

respect to the short term dynamics for mitigation scenarios (i.e. with less emission). In

the CBA framework, global mean temperature increase obtained with UVic ESCM is

rather matched by  CC13 than by  CC16 (atmospheric carbon content obtained with

UVic is between atmospheric carbon content of CC13 and CC16) (see middle panel in

Figure 4.4). Similarly, the decrease in atmospheric carbon content and global mean

temperature is  much slower  in  CC16 for zero emissions  than in the other  carbon
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cycles (see lower panel in Figure 4.4).  Consequently, using CC13 instead of  CC16

for the derivation of optimal abatement in the 2C framework, the implementation in

UVic ECSM shows that compliance with the 2°C goal is achieved up until the year

2500  (beyond  that  long-term  warming  increases  up  to  2.65°C).  However,  using

instead CCGL, the 2°C goal is already violated in UVic ECSM by the year 2165 (yet,

the long-term peak increase is with 2.92°C degrees not that much higher as with the

CC13 abatement path). 

Noteworthy is the high concordance between BEAM and UVic for business-

as-usual emissions and also in parts for zero emissions, but BEAM overestimates the

short-term atmospheric  carbon concentration increase  and accordingly temperature

increase in the CBA framework. For the 2C framework (lower panel in Figure 4.4) we

observe that with zero emissions compliance can be achieved in  CC13,  CCGL and

almost in BEAM (peak temperature increase is 2.02605°C). Still, it needs to be kept

in mind that we have left the DICE2016R assumptions with respect to exogenous

land-use emissions and exogenous forcing unchanged. Still, even with zero land-use

emissions and linearly decreasing exogenous forcing from 0.5 W/m2 in the year 2015

to 0 W/m2 in the year 2100, application of CC16 result for zero emissions from 2015

onwards  in  a  committed  warming  of  1.43°C  temperature  increase  relative  to

preindustrial (starting in 2015 with a temperature increase of 0.85°C).  Noteworthy is

that UVic ECSM allows for compliance up until the year 3500 (with the DICE2016R

assumptions of exogenous forcing and land-use emissions), confirming that CC16 can

be considered too pessimistic with respect to its remaining emission budget. However,

we observe for the UVic ECSM trajectory an irregularity in the temperature increase

(which is also present as small increase in the atmospheric carbon content via the

temperature feedback) due to an ocean deep convection event. We discuss this issue

in more detail below. 
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The figure shows atmospheric carbon content (left panel) and global mean temperature increase (right
panel) for business-as-usual emissions (a) and d), respectively), for the  CBA framework (b) and e),
respectively), and for  zero emissions (c) and f) respectively) for  CC16,  CC13,  CCGL, BEAM, and
UVic ESCM. The optimal emissions in CBA until the year 2500 were derived with CC16. 

Noteworthy is the high concordance between BEAM and UVic for business-

as-usual emissions and also in parts for zero emissions, but BEAM overestimates the

short-term atmospheric  carbon concentration increase  and accordingly temperature

increase in the CBA framework. For the 2C framework (lower panel in Figure 4.4) we

observe that with zero emissions compliance can be achieved in  CC13,  CCGL and

almost in BEAM (peak temperature increase is 2.02605°C). Still, it needs to be kept

Figure 4.4: Comparison of carbon cycle models without CDR until the year 4000.
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in mind that we have left the DICE2016R assumptions with respect to exogenous

land-use emissions and exogenous forcing unchanged. Still, even with zero land-use

emissions and linearly decreasing exogenous forcing from 0.5 W/m2 in the year 2015

to 0 W/m2 in the year 2100, application of CC16 result for zero emissions from 2015

onwards  in  a  committed  warming  of  1.43°C  temperature  increase  relative  to

preindustrial (starting in 2015 with a temperature increase of 0.85°C).  Noteworthy is

that UVic ECSM allows for compliance up until the year 3500 (with the DICE2016R

assumptions of exogenous forcing and land-use emissions), confirming that CC16 can

be considered too pessimistic with respect to its remaining emission budget. However,

we observe for the UVic ECSM trajectory an irregularity in the temperature increase

(which is also present as small increase in the atmospheric carbon content via the

temperature feedback) due to an ocean deep convection event. We discuss this issue

in more detail below. 

Figure  4.5 shows the  development  of  atmospheric  carbon  content  and the

increase in global mean temperature for the CBA,  2C, and  2C2100 framework until

the  year  4000 (in  the  upper,  middle,  and  lower  panel,  respectively.)  The optimal

emission and CDR paths in the three frameworks until the year 2500 where derived

with CC16. We selected a cost scenario corresponding to cumulative CDR of 1200 Gt

C as the amount is large enough to result in sufficient carbon cycle feedbacks and also

goes in line with a substitution effect, resulting in more emissions. 

In general, the paths obtained with CC16 appear reasonably close to the paths

obtained  with  UVic  ECSM,  suggesting  that  integrated  assessment  of  CDR  in

DICE2016R is sensible. In particular simulated atmospheric carbon content is rather

similar in CC16 and UVIC, at least until the year 2500, concurring therefore also for

the short-term increase and decrease in the  2C2100 framework (see c) in the lower

panel). Beyond 2500 there is an increasing gap between UVic and CC16 because not

all long-term saturation and carbon cycle feedbacks can be accounted for in  CC16.

However,  as mentioned above, this gap is  considerably smaller for  CC16 than for

CC13. Given the close match of atmospheric carbon content it  appears somewhat

surprising  that  CC16 overestimates  the  short-term  increase  in  global  mean

temperature, suggesting that i) rather the climate module of CC16 requires further 
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The figure shows atmospheric carbon content (left panel) and global mean temperature increase (right
panel)  for  the  CBA framework,  (a)  and  d),  respectively),  for  the  2C framework  (  b)  and  e),
respectively), and for the 2C2100 framework (c) and f) respectively) for CC16, CC13, CCGL, BEAM,
and UVic ESCM. The optimal emission and CDR paths in the three frameworks where derived with
CC16 for a CDR cost scenario which corresponds to cumulative 1200 Gt C. 

adjustments than the carbon cycle model and ii) the derived mitigation policies are

probably  too  conservative,  at  least  with  respect  to  the  short  run.   For  all  three

mitigation framework,  CCGL shows stronger  (short-term)  increase  in  atmospheric

carbon content and consequently global mean temperature than CC16 or UVic ECSM,

while for scenarios without CDR is close or even below the trajectories obtained with

Figure 4.5: Comparison of carbon cycle models with CDR until the year 4000.
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CC13.  Again,  the reason is  the rather  fast  exchange between carbon reservoirs in

CCGL, implying that the amount of CDR obtained with CC16 is simply too small to

compensate for the extra emissions resulting from the substitution effect. The increase

in atmospheric  carbon content  and  global  mean temperature in  only exceeded  by

BEAM which shows again a good match of the long-term dynamics but appears to be

too  restrictive  for  the  short-term  dynamics,  compared  UVic  ESCM.  Again,  we

observe for UVic ESCM towards the end of the simulation horizon irregularities in

the temperature response to which we turn next. 

Global  mean  temperature shows a significant  increase  in  the UVic ESCM

simulations around the year 3300 which means at a point in time when emissions (and

CDR) have been zero already for almost 1000 years. The increase is explained by an

ocean deep convection event, resulting in a temporary carbon flux from the ocean to

the atmosphere with a total of about 8 Gt C outgassing in a region of the Southern

Ocean and in substantial amount of heat  loss of the ocean adding to the warming

triggered by the ongoing leakage of formerly injected carbon into the deep ocean.

This  becomes  also  evident  in  the  sensitivity  experiments  where  we  considered

different  parameterization of vertical  mixing (Figure 4.6).  A slower  vertical ocean

mixing (kv low) results in a slower air-sea gas exchange, postponing therefore the

ocean deep convection event whereas faster vertical ocean mixing brings the event

forward. 

Such open ocean deep convection in the Southern Ocean have been identified

in many CMIP5 models  (Lavergne et al.,  2014),  the UVic model (Meissner  et al.,

2008; Reith et al., 2016) and also in the Kiel Climate Model,  for which the cause

could be linked to  internal  climate variability  (Martin  et  al., 2013).  An important

model limitation in this respect is a coarse grid resolution, which for example prevents

the  correct  representation  of  bottom water  formation processes  on the continental

shelf and thus might favor such events (Bernardello et al., 2014). Clearly, capturing

such effects is beyond the capability of simple carbon-cycle and climate models used

for integrated assessment.
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The figure shows atmospheric carbon content (left panel) and global mean temperature increase (right
panel) for the  CBA framework with CDR, (a) and d), respectively). The optimal emission and CDR
paths until the year 2500 were derived with CC16. The solid line shows the default parametrization, the
dashed and dot-dashed line shows the results for  50 percent lower and higher parametrization for
vertical ocean mixing, respectively. 

 4.4 Discussion 

Obviously,  our  results  are  strongly  affected  by  the  general  specifications  of  the

DICE2016R model,  which  we  maintained  in  our  analysis.  Introducing  abatement

options  for  land-use  emissions  and  in  particular  allowing  to  alter  the  exogenous

forcing (assumed in DICE2016R to be linearly increasing from 0.5 W/m2 in the year

2015 to 1W/m2 in the year 2100 and constant thereafter) might allow compliance with

the  2°C  or  even  1.5°C  goal  without  CDR  (Su  et  al.,  2017).  Furthermore,  the

substitution  effect  is  strongly dependent  on  the  assumptions  in  DICE2016R with

respect to the exogenous development of the carbon intensity and the backstop price.

With less optimistic assumptions in this regard, we would observe a much stronger

substitution effect also in  the cost-benefit  framework. While  the magnitude of  the

substitution  effect  influences  the  magnitude  of  the  outgassing  and  temperature

increase beyond the year 2500, both are not inevitable outcomes of CDR policies

obtained from the DICE2016R model. We have derived the optimal polices only until

the  year  2500  (the  DICE2016R specification)  and  simulated  the  response  of  the

carbon  cycle  model  for  the  remaining  1500  years  under  the  assumption  of  zero

Figure 4.6: Sensitivity with respect to vertical ocean mixing.
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emissions and zero CDR. The purpose was to investigate to which extent the carbon

cycle models used in integrated assessment capture stylized facts of the carbon cycle.

Extending the optimization period would result in continuous CDR to remove carbon

from the atmosphere and pump it into the deep ocean at the rate at which it leaks back

to the atmosphere. Due to discounting, such continuous long-term CDR application

would however have negligible effects on near term policies. 

The carbon cycle models applied in the integrated assessment would require

endless CDR application to prevent outgassing as aspects of the carbon cycle like for

example  sedimentary  processes  are  not  included.  Furthermore,  many  processes

relevant  for  different  CDR  methods  are  not  included,  implying  that  our  generic

treatment of CDR may be too coarse to study details of specific CDR methods. For

example,  termination  of  alkalinity  management  is  expect  to  result  in  smaller

outgassing  of  removed  carbon  than  termination  of  macro-  or  micronutrient

fertilization  and  would  rather  correspond  to  the  perfect  storage  scenario  in  our

investigation  than  oceanic  CDR  (Paquay  and  Zeebe,  2013;  Keller  et  al.,  2014).

However, if alkalinity increase would be achieved by spreading olivine (e.g. in the

catchment  area of large rivers) also nutrient cycles would be affected, resulting in

additional fertilization effects, making the estimation of the actual net removal (after

termination) more complex than suggested by the basic ocean chemistry (Köhler et

al.,  2013).  Still,  even  under  the  assumption  of  perfect  storage  for  alkalinity

management, opposing carbon cycle feedbacks would be at play, resulting from the

response of the terrestrial carbon reservoir (which is captured in our investigation by

reduced ambient carbon uptake of the upper box for  CC13 and  CC16 and reduced

uptake of the terrestrial biosphere in CCGL).

Finally, by choosing the deterministic DICE2016R model as point of reference

we have neglected uncertainty in our analysis. Introducing uncertainty in the climate

system would have allowed investigating to which extend CDR is used to increase the

likelihood  of  compliance  with  the  2°C  goal  by  for  example  a  less  pronounced

substitution effect. Introducing uncertainty with respect to the carbon intensity and the

development of the backstop price would also have implications for the application of

CDR  and  the corresponding  substitution effect.  However,  also  the  CDR  methods
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themselves are uncertain with respect to their costs, their side-effects, and their carbon

cycle  implications  (Fuss  et  al.,  2014;  Field  and  Mach,  2017).  In  particular  CDR

specific (uncertain) side-effects could limit their applications. The magnitude of the

side  effects  depends  on  the  material  cycles  affected  and  the  scale  of  application

(Klepper and Rickels, 2014). Furthermore,  the formation of CO2 plumes or lakes and

the potential risk of fast rising CO2 bubbles (both potentially resulting from deep sea

carbon  injection)  was  neglected  (IPCC,  2005;  Bigalke  et  al.,  2008).  Despite  no

explicit  treatment  of  uncertainty,  our  analysis  of  oceanic  storage  under  the  false

assumption of perfect storage provides some insights. At least for CC16 and CC13 we

can  conclude that  appropriate  updating  of  the information  on carbon stock  levels

reduces the misguidance from neglecting potential uncertainties about carbon cycle

feedbacks.

 4.5 Conclusion

Given the worlds shrinking carbon budget for ambitious climate change mitigation,

achieving (net) negative carbon emissions appears to be inevitable.  However,  they

would not linearly extend the carbon budget because in an interacting carbon cycle

their net contribution is strongly influenced by feedbacks and saturation effects. So

far, the investigation of these interactions and the net contribution of CDR has been

restricted to scenario analysis in earth system models, which cannot answer how the

presence of these feedbacks affects endogenously derived optimal or cost-effective

mitigation policies. Consequently, the aim of our study was to investigate how well

these feedbacks and effects are captured in integrated assessment models, which are

suitable  to  analyze  a  broad  set  of  possible  CDR scenarios.  We have  investigated

(oceanic) CDR in the integrated assessment model DICE, in its most recent version

(DICE2016R)  and  considered  in  addition  two  further  carbon  cycle  models

(DICE2013R) and  (Gerlagh and Liski,  2017).  We have considered  three different

mitigation frameworks, cost-benefit-analysis, compliance with the 2°C goal, and cost-

effective compliance with the 2°C by the year 2100. In contrast to the literature we

did not imposed annual limits on the amount of CDR but considered a convex CDR
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cost function, as we believe that the operational cost are characterized by increasing

marginal costs, both within any specific CDR method and across CDR methods.

We found that the role of CDR depends on the mitigation framework in our

integrated assessment analysis. While cost-effective compliance with the 2°C target

requires  significant  CDR application already  before the  year  2050,  application of

CDR in a cost-benefit framework (with endogenous amount of climate change) is a

long-term  strategy  to  speed  up  the  otherwise  rather  slow  natural   reduction  of

atmospheric carbon concentration after peak atmospheric temperature. In turn, near-

term application of CDR goes in line with a strong substitution effect, resulting in less

emission reductions. For this mode of application, the main effect of CDR is to extend

the near-term emission budget, as only a very small or even zero emission can still be

emitted to the atmosphere without CDR. Using CDR to bring down the atmospheric

carbon content in the long-term shows only a moderate substitution effect, provided

CDR is sufficiently cheap. The magnitude of these effects is dependent on the carbon

cycle feedbacks in the applied carbon cycle model. For a model that assumes a rather

slow  exchange  between  the  carbon  reservoirs,  oceanic  CDR is  close  to  ‘perfect’

storage. This makes CDR very effective and results  in turn in a strong substitution

effect.  For  a  model  that  assumes  a fast  exchange  between  the  carbon  reservoirs,

oceanic  CDR  becomes  less  effective,  resulting  in  a  weaker  substitution  effect.

However, decreased effectiveness of CDR results in extra CDR efforts to compensate

for the carbon leaking back to the atmosphere if the CDR cost function is sufficiently

flat. Consequently, modelling the effectiveness of CDR in dependence of the carbon

cycle  explicitly  results  in  different  results  than  obtained  by  adjusting  simply  the

effectiveness of CDR as in (Chen and Tavoni, 2013).

The strongest carbon cycle feedbacks are observed in the carbon cycle model

introduced by Gerlagh and Liski  (2017),  while with the DICE2013R carbon cycle

model oceanic CDR is almost equivalent to perfect storage. Overall, the carbon cycle

model in DICE2016R has significantly improved compared to DICE2013R, capturing

very  well  long-term  outgassing  of  carbon  injected  into  the  deep  ocean  and

corresponding increases in  the temperature beyond 2500 for large CDR scenarios.

Comparing  DICE2016R to  UVIC ESCM  simulations  indicates  that  the  improved
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long-term dynamics come at the cost of a (too) tight short-term remaining emission

budget. Ignoring other abatement options with respect to land-use emissions and non-

CO2 greenhouse  gases,  compliance  with  the  2°C  goal  cannot  be  achieved  in

DICE2016R without CDR. Consequently, one could argue that short-term mitigation

policies  derived  with  DICE2016R  are  too  restrictive,  however,  in  a  cost-benefit

framework  the  rather  restrictive  carbon  cycle  model  is  overcompensated  by  the

modest estimates for climate change impacts in DICE2016R. Furthermore, the match

between DICE2016R and UVic ESCM is closer for atmospheric carbon content than

for global  mean temperature increase,  suggesting that   adjustments  of  the climate

module could be a strategy for achieving better estimates for mitigation policies.

In conclusion, investigating CDR in DICE2016R appears to be sensible and

the derivation of endogenous mitigation policies provides relevant insights because

the  optimal  amount  of  CDR  is  derived  under  i)  accounting  for  the  emission

substitution effect and ii) compensation for carbon cycle feedbacks. Clearly, simple

carbon  cycle  box  models  cannot  capture  all  relevant  processes  and  feedbacks.

However, for the DICE2016R carbon cycle model we find that appropriate updating

of carbon stocks (based either on observations or more complex models) can provide

a  good workaround to  correct  for  misspecifications of  the  carbon cycle  model  or

unforeseen leakage events.
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 5 Conclusions and Outlook

Chapters 2-4 of this dissertation have revisited the idea of ocean carbon sequestration

by direct CO2 injection and advance its current scientific understanding with respect

to the addressed research questions (see section 1.3). The following conclusions can

be drawn.

Achieving a specific atmospheric carbon reduction via ocean carbon sequestration

requires  accounting  for  carbon-cycle  feedbacks  and  backfluxes.  The  investigated

targeted atmospheric carbon reduction of 70 Gt C via direct CO2 injection into the

deep ocean is missed by 16 to 30 % under the RCP/ECP 8.5 (Chapter 2). Hence, the

respective response of the global carbon cycle implies that direct CO2 injection cannot

be 100 % efficient and provide 100 % of the targeted atmospheric carbon reduction on

decadal to centennial timescales (see Fig. 2.3 in Chapter 2).

The  influence  of  the  carbon-cycle  feedbacks  on  the  targeted  atmospheric  carbon

reduction is mainly caused by the partial outgassing of injected CO2 and a reduced

rate of air-sea gas exchange when compared to the control run without injection. 

The  model’s  terrestrial  ecosystems  respond  to  the  CO2 injections  and  reduced

atmospheric  CO2 concentrations  through  a  reduced  CO2 fertilization  effect  and  a

temperature-induced decrease in  soil respiration,  relative to the control simulation.

However,  a  high  level  of  uncertainty  is  associated  with  the  larger  signal  of  the

terrestrial response to  the scaling of the default CO2 fertilization parameterizations

when  compared  to  the  targeted  atmospheric  carbon  reduction  in  the  injection

experiments with the default setting of the terrestrial photosynthesis model (see Fig.

2.6 in Chapter 2).

Overall,  the influence of the highly uncertain carbon-cycle feedbacks highlight the

challenge  of  quantitatively  detecting,  attributing,  and  eventually  accounting  for

carbon  storage  and  carbon fluxes  generated by direct  CO2  injection into  the deep
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ocean  even  in  a  relatively  coarse-resolution  model  with  little  internal  climate

variability. The observational monitoring of the evolution of injected CO2 plumes and

hence an accurate verification of its effectiveness in the real ocean has been shown to

be  extremely  difficult,  even  if  a  dye  such  as  sulfur  hexafluoride  (SF6)  would  be

devised to track the injected CO2 (Matsumoto and Mignone, 2005). This is reasoned

by  the fact  that  the  injected  CO2 would spread  too  quickly and  widely  from the

injection  site(s)  in  order  to  be  fully  recorded  by  even  the  most  ambitious  ocean

survey. However, their ocean-only model study neglects the influence of carbon-cycle

feedbacks upon direct CO2 injections. The results presented in Chapter 2 hence add

another  level  of  complexity  on observational  monitoring and verification  of  CO2-

injection, especially in the real Earth system with its much larger internal variability.

Consequently,  these  aspects  indicate  the  limited  viability  of  direct  CO2 injection,

because  these  would  challenge  any  potential  future  transnational  authority  to

accurately  assign  carbon  credits  under  a  respective  global  climate  accord  unless

model derived estimates could be accepted at face value.

Under the assumption of a world with CO2 emissions of the RCP/ECP 4.5 and

its corresponding climate impacts, it is found that a total mass of 1562 Gt C would

have to be injected at 3000m water depth in order to reach and maintain the 1.5°C

climate  target  on  a  millennium timescale.  The  inclusion  of  CaCO3  sediment  and

terrestrial weathering feedbacks in the UVic-model reduce this amount by about 11

%, providing a more realistic estimate because those feedbacks are always present in

the Earth System.

The suitability  of direct CO2  injection to reach a specific  climate target  gets most

obvious by comparing the injected CO2 amount of 1562 Gt C noted above with the

amount of CO2 emission reduction necessary to comply with 1.5°C on a 1000 year

timescale. This required emission reduction amounts to about 955 Gt C (39 % less)

and is defined by the difference of the cumulative CO2 injections and the diagnosed

leakage of injected CO2. It represents the emission reductions required for a perfect

carbon storage technology. The amount of required emission reduction required to

cool the model predicted global mean temperature by 1°C is quantified to be 446 Gt C

/ 1°C in the near-term (year 2100) and about 595 Gt C / 1°C in the long-term (year
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3020).  The near-term estimate is  approximately the same for direct  CO2  injection,

because only a tiny fraction has outgassed until that point in time. However, in the

long-term the amount is about 951 Gt C / 1°C  (37 % more) for oceanic CCS when

compared to the required emission reduction.

This  comparison  highlights  that  the  suitability  of  direct  CO2  injection  to  reach  a

specific  climate  target  is  in  the  long-term limited  by  its leaked  amount  of  CO 2.

Accordingly,  the near-term benefits  of  direct CO2 injection come at  the price of a

burden for future generations,  because the outgassed fraction would need to be re-

captured by some additional CDR methods such as direct air capture facilities and re-

injected into the deep ocean long time (generations) after humans took benefit from

energy production associated to the CO2  emissions in the first place.  Hence, direct

CO2 injection of the size needed to reach the 1.5°C would likely lead to a lock-in

effect for many centuries after its deployment.

An important constraint of these model-derived estimates is the neglect of non-CO2

greenhouse  gases  in  the  applied  forcing,  which  very  likely  results  in  an

underestimation of the required cumulative CO2 injections and in consequence of the

required emission reduction. In general, it is estimated that non-CO2 greenhouse gases

contribute between 10-30 % of the total forcing (Friedlingstein et al., 2014) until the

year  2100  and  for  a  business-as-usual  CO2  emission  scenario.  Extrapolating  the

present  contribution of non-CO2  greenhouse gases qualitatively into the future,  the

cumulative  CO2 injections  that  are  compatible  with  the  1.5°C  climate  target  are

expected to  be on the order of  about 2200 Gt C. That is  of similar magnitude as

represented by the oceanic CCS modeling experiment in which an amount of CO2 that

allows to closely follow the atmospheric CO2  concentration of the RCP/ECP 2.6 is

injected (see Chapter 3).

Furthermore,  direct  CO2 injection  result  in  a  trade-off  between  injection-related

reductions in atmospheric CO2 accompanied by decreased upper ocean acidification

and  strongly  acidified  water  masses  in  the  intermediate  and  deep  ocean,  with

maximum pH reductions in the vicinity of the injection sites. Accordingly, the global

community  would  have  to  decide  if  severe  stress,  potential  loss  of  deep  ocean
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ecosystems is bearable when paid-off by the conservation or restoration of marine

ecosystems in the upper ocean to a large extent. This trade-off stresses the necessity

of a careful evaluation of local harm against global benefit, which holds very likely

true for the potential deployment of direct CO2 injections into the deep ocean as well

as for any other deliberate CO2 removal method.

The findings of the integrated assessment of direct CO2 injection into the deep

ocean as proxy for ocean-based CDR methods (Chapter 4) shows that the box-type

carbon  cycle  model  used  in  the  most  recent  version  of  the  Dynamic  Integrated

Climate-Economy Model (DICE2016R) have significantly improved when compared

to its predecessor DICE2013R. This is due to the fact that it captures the long-term

outgassing of injected CO2 into the deep ocean as well as the related increase in global

mean temperatures. However,  this improvement comes with the expense of a small

near-term remaining emission  budget,  when  compared to  the  UVic model,  which

limits  the  accurate  assessment  of  low  emission  scenarios.  As  a  consequence,

DICE2016R suggests that the 2°C climate target cannot be achieved without negative

emissions through CDR. In model runs with DICE2013R, we find that the efficiency

of  direct  CO2 injection  is  close  to  that  of  geological  storage,  because  the  model

assumes a rather slow exchange between the different carbon reservoirs. Furthermore,

the  strongest  carbon  cycle  feedbacks  are  observed  in  the  carbon  cycle  model  by

Gerlagh and Liski (2017).

Overall,  these  findings  show  that  assessment  of  direct  CO2 injections  and  more

generally  CDR seems to be sensible in such  an integrated assessment  framework,

where the amount of CDR is determined, taking into account less ambitious emission

reductions as consequence of direct CO2 injections and the extra amount of carbon

required to compensate for carbon cycle feedbacks.  Simulating the effectiveness of

CDR in dependence of the carbon cycle explicitly results  in  different  results  than

obtained by adjusting simply the effectiveness of CDR as for instance done in the

study of Chen and Tavoni (2013). This demonstrates the necessity of the accounting

for carbon cycle feedbacks in an integrated assessment of any CDR method(s).
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Furthermore, Earth system models should be used for validation in order to enable a

more  robust  derivation  of  policy  recommendations.  As  the  computational  power

increases, some type of Earth system models of intermediate complexity may replace

the climate model component of IAMs (Hajima et al., 2014) and thus allow for a more

comprehensive coupling of relevant economic and carbon cycle feedbacks.

The findings of this dissertation have been derived by or validated against a

single Earth system climate model of intermediate complexity, i.e., the UVic-model.

Several  model  intercomparison  studies  (Friedlingstein  et  al.,  2006;  Plattner et  al.,

2008;  Eby  et  al.,  2013;  Zickfeld  et  al.,  2013)  have  shown  that  the  UVic  model

predictions  of  the  land  and  ocean  carbon  uptake  and  temperature  change  under

different CO2 emissions and concentration scenarios are comparable to a number of

atmosphere and ocean general circulation models, as well as Earth system models of

intermediate complexity. Nevertheless, it is difficult to derive uncertainty ranges of,

e.g.,  the  effectiveness  of  direct  CO2-injections  from  the  process-oriented  work

presented here. A more complete uncertainty estimate could be either derived from a

multi-model  study or from systematic model-parameter perturbation studies with a

single model. Future work with the UVic model could for instance include a suite of

parameter perturbation simulations focusing on specific processes both in the ocean

and on land, which have been identified in this study to impact the net carbon storage

of the Earth system in relation to direct CO2 injection into the deep ocean.

As the leakage of injected CO2 from the ocean determines the effectiveness of direct

CO2 injection,  varying  physical  parameters  of  the  ocean  model  (e.g.  of  vertical

diffusivity or of advection) that dictate the transport of injected CO2, would help to

constrain  associated  uncertainties.  Furthermore,  the  occurrence  of  ocean  deep

convection events observed in some of the conducted injection experiments raises the

question if these could happen in reality (Bernadello et al., 2014) or if those events are

rather a model artefact, e.g. caused by the coarse grid resolution, which hinders, for

instance,  the  correct  representation  of  bottom  water  formation  processes  on  the

continental shelf.  However,  even if unrealistic,  such events could be viewed as an

analogue of future climate surprises, meaning that unexpected events could occur in
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reality due to the non-linearity of the climate system that might offset or favor any

targeted atmospheric  carbon reduction. In a future study, the relative frequency of

outgassing  events  and  hence  their  quantitative  feedback  in  relation  to  direct  CO2

injections could be better quantified by a larger ensemble of model runs with slightly

perturbed greenhouse gas forcing.

The CO2 fertilization effect and the temperature sensitivity  of soil respiration have

been  identified  to  drive  the  model’s  terrestrial  carbon  cycle  response  to  reduced

atmospheric carbon through direct CO2 injection into the deep ocean. In addition to

the sensitivity experiments carried out with respect to CO2-fertilization, future work

should  address  also  the uncertainty  related  to  the  default  parameterization  of  the

influence of temperature on the soil respiration rate, e.g. by sensitivity runs in which

the Q10 value is varied, e.g., by ±50 %. Further, a better disentangling of terrestrial

feedback processes  involved in the terrestrial response to the targeted atmospheric

carbon  reduction  via  direct  CO2 injection  is  required,  for  example  by  separately

performing  additional  radiatively  and  biogeochemically  un-coupled  simulations.

Models that  feature a nitrogen-cycle control  of terrestrial  productivity  and resolve

regional  changes  in  temperature  and  precipitation  predict  a  smaller  terrestrial

feedback  and  hence  a  larger  increase  in  projected  future  atmospheric  CO2

concentrations for given CO2 emission scenarios (e.g.,  IPCC, 2013;  Hajima et al.,

2014) compared to less complex models of the biosphere. Hence, the introduction of

nutrient control in the land component of the UVic-model would likely result in a

different terrestrial response to the direct CO2 injections.

Overall,  further  trans-  and interdisciplinary research on the response of the global

carbon  cycle  to  any  anthropogenic  perturbation  is  needed  in  order  to  reduce  or

overcome associated uncertainties, which would in turn improve the decision-making

process  on  the  most  viable  option(s)  to  address  dangerous  consequences  of

anthropogenic climate change.

Finally,  the author would like to  clarify that the results of  this dissertation should

neither be viewed for nor against the potential deployment of direct CO2 injection into
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the deep ocean. If seriously considered, a transparent and iterative evaluation of the

potential benefits and adverse side effects as well as ethical, legal, and governance

issues must be included in a comprehensive assessment of direct CO2 injection as well

as any deliberate intervention into the climate system.
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Supplement A

Revisiting ocean carbon sequestration by direct injection:

a global carbon budget perspective

Supplement A provides two tables showing the absolute DIC and PH values of the

RCP 8.5 Control run at the injection sites  and the respective changes  in  the WE

simulations (section 2.3.2). Figure A1 illustrates the cumulative CO 2 emissions in the

RCP 8.5 control run. Plus, the Figures A2 to A5 for section 2.3.4.2 that illustrate the

explanation of the high correlation and apparent synchronicity in land carbon uptake

between the WE simulations (Fig. 2.4 e) as well as Figure A6 that shows the deep

convection related carbon uptake in the Southern Ocean in I-1500 (section 2.3.4.2).
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Table A1: Absolute values of the DIC concentration near the injection sites at the end of the injection

period  (year 2119)  of  the  RCP 8.5 Control  run and  comparison  of  absolute  changes  in the  DIC

concentration near the injection sites at the end of the injection period (year 2119) between Orr [2004]

(Full range) and our WE simulations (WE simulations minus RCP 8.5 Control run).
    

DIC

[µmol/kg
-1

]

Biscay New 

York

Rio Frisco Tokyo Jakarta Mumbai

I-800 (RCP 8.5) 2246 2217 2249 2340 2301 2262 2307

I-1500 (RCP 8.5) 2207 2195 2187 2361 2341 2272 2307

I-3000 (RCP 8.5) 2184 2171 2186 2354 2338 2254 2287

∆ DIC

[µmol/kg
-1

]

Biscay New 
York

Rio Frisco Tokyo Jakarta Mumbai

Full range at 800m
(Orr, 2004)

261–1821 52 - 406 95 - 360 123 - 3178 58 - 271 79 -1095 159 - 1542

I-800 357 307 187 356 111 211 232

Full range at 1500m

(Orr, 2004)
143 - 4165 79 - 904 52 - 495 112 -1565 158 - 514 97 - 811 136 -1209

I-1500 257 281 155 263 260 209 190

Full range at 3000m

(Orr, 2004)
210 - 976 162 - 1222 109 - 1211 88 - 780 125 - 393 70 - 517 198 - 1966

I-3000 299 463 245 215 265 175 199

Table A2: Absolute PH values near the injection sites at the end of the injection period (year 2119) of

the RCP 8.5 Control run and comparison of absolute changes in PH near the injection sites at the end of

the  injection  period (year  2119)  between  Orr  [2004]  (Full  range)  and  our  WE  simulations  (WE

simulations minus RCP 8.5 Control run).

PH Biscay New
York

Rio Frisco Tokyo Jakarta Mumbai

I-800(RCP 8.5)
7.78 7.84 7.74 7.55 7.72 7.80 7.68

I-1500 
(RCP 8.5) 7.84 7.87 7.93 7.56 7.78 7.90 7.88

I-3000 
(RCP 8.5) 7.97 7.98 7.97 7.86 7.88 7.93 7.95

Δ PH Biscay New
York

Rio Frisco Tokyo Jakarta Mumbai

Full range at
800m

(Orr, 2004)

(-1.98) - (-.74) (-1.08) – (-.12) (-1.03) - (-.24) (-2.43) - (-.29) (-0.8) - (-.13) (-1.8) - (-.17) (-2.08) - (-.36)

I-800 -.91 -.85 -.57 -.74 -.36 -.64 -.65

Full range at
1500m

(Orr, 2004)

(-2.34) – (-.39) (-1.69) - (-.19) (-1.29) - (-.12) (-2.05) - (-.27) (-1.3) - (-.036) (-1.67) - (-.22) (-1.78) - (-.3)

I-1500 -.77 -.83 -.49 -.72 -.73 -.68 -.59

Full range at
3000m

(Orr, 2004)

(-1.7) - (-.65) (-1.63) - (-.42) (-1.77) - (-.25) (-1.59) - (-.21) (-1.09) - (-.33) (-1.29) - (-.16) (-2.02) - (-.54)

I-3000 -.90 -1.2 -.77 -.67 -.78 -.57 -.53
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Figure A2: Total land carbon of the RCP 8.5 control run and the WE simulations for (a) the

whole simulation period and (b) the simulation period between the years 2520 and 2620.

Figure A1: (a) Cumulative CO2 emissions in the RCP 8.5 control run.
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Figure A3: Absolute changes in land carbon between I-800 and the RCP 8.5 control run for  the

synchronic increase illustrated in Figure 2.2 g, i.e., year 2600 minus 2570.

Figure A4: Absolute changes in land carbon between I-1500 and the RCP 8.5 Control run for the

synchronic increase illustrated in Figure 2.2 g, i.e., year 2600 minus 2570.
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Figure A5: Absolute changes in land carbon between I-3000 and the RCP 8.5 Control run for the

synchronic increase illustrated in Figure 2.2 g, i.e., year 2600 minus 2570.

Figure A6: Downward carbon flux between the years 2119 and 2209 (I-1500 minus RCP 8.5 Control

run) (left panel) Absolute change in total oceanic carbon (I-1500 minus RCP 8.5 Control run) (left

panel)

Fi S2 D rd b fl b h 2119 d 2209 (I 1500 i Co l ) (l f l).
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Supplement B

Direct CO2 injections to meet the 1.5°C climate target: What price would

the ocean have to pay?

Figure B1: Global mean surface air temperature, relative to preindustrial, of the 

1.5°C_target_Comitw simulation (solid) and the 1.5°C_target_Comitw_sed run (dashed). The 

horizontal dashed black line denotes the 1.5°C climate target.
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Figure B2: Time-series of the default 1.5°C_target simulation for (a) global mean surface air 

temperature, relative to preindustrial, and (b) northern hemisphere (NH) sea ice area.
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Figure B3: Comparison between the different default injection experiments, i.e., 
1.5°C_target_Cemit simulation (black lines), 1.5°C_target simulation (red lines) and 

CO
2
target_RCP2.6 simulation (blue lines) for (a) global mean profile of DIC in year 2020 

(dashed black line) and global mean profiles in year 3020 (solid lines), and (b) cumulative 

atmosphere-to-ocean carbon flux in year 3020. 
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Figure B4: (a) Time-series of change in CaCO
3
 mass for the RCP 4.5 control_sed  simulation 

(purple line) and the 1.5°C_target_sed run, relative to the year 2020, and (b) global distribution 

of change in CaCO
3
 mass (Kg C/m2) in the 1.5°C_target_sed run (year 3020 minus year 2020).
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Supplement C

Integrated Assessment of Carbon Dioxide Removal

Introduction

Additional information with respect to the linear carbon cycle box models and the

validation with BEAM and UVic ESCM are provided in Text C1 and Text C2. Figure

C3 corresponds to Figure 4.1 in  the main text.  While Figure 4.1 in the main text

displays cumulative CDR and cumulative net emissions as function of the convexity

of the CDR cost function for the two mitigation frameworks, CBA and 2C, Figure 4.2

provides  the  same  information but  for  the  two  mitigation  frameworks,  CBA  and

2C2100. The comparison between Figure 4.1 and Figure C3 indicates that there is

only a very small difference between the mitigation frameworks 2C and 2C2100 when

it comes to cumulative CDR and cumulative net emissions as function of the cost.

Figure C4 and Figure C5 correspond to Figure 4.2 in the main text. Figure 4.2 shows

the time profile for cumulative CDR as function of the convexity of the CDR cost for

all three mitigation frameworks and the long-term carbon cycle and climate response

for the CC16. Figure C4 and Figure C5 provide this information for CC13 and CCGL,

respectively.  The additional  compressed  file  DICE_AMPL_IAM_CDR.rar includes

all model files, the required run files to execute the different model files in AMPL, the

required data to run the models (either included for single parameters in the model

files or for time series of parameters as txt files which are automatically imported into

the model upon execution), and a readme.txt file with additional information on the

content.
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C.1 Linear Carbon Cycle Models and Implementation of CDR in DICE 

The carbon cycle model in DICE2016R  (Nordhaus,  2017), DICE2013R (Nordhaus

and Sztorc, 2013), and (Gerlagh and Liski, 2017) are three-box models:

(
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S2(t )
)=(
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w 2

w
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)CDR (t−1 ).

In  DICE2016R and  DICE2013R,  S1,  S2,  and  S3,  correspond  to  the

atmosphere (MAT), upper ocean (MUP), and lower ocean (MLO), respectively.  In

Gerlagh and Liski (2017), they correspond to upper box containing atmosphere and

upper ocean at constant fractions , terrestrial biosphere, and lower ocean, respectively.

Consequently, in two DICE models the parameters σ
13

 and  σ31 are zero because there

is no direct exchange between atmosphere and deep ocean, while this parameters are

non-negative in Gerlagh and Liski (2017). Table C1 below displays the parameter

values of the transition matrix for the three models (for 5 year time steps).

Table C1: Parameter values of the transition matrix for the three carbon cycle models for 5 year time

steps (displayed here rounded to 4 decimal places).

σ
11

σ
12

σ
13

σ
21

σ
22

σ
23

σ
31

σ
32

σ
33

CC16 0.8800 0.1200 0 0.1960 0.7970 0.0070 0 0.0015 0.9985

CC13 0.9120 0.0880 0 0.0383 0.9592 0.0025 0 0.0003 0.9997

CCGL 0.8351 0.1199 0.0151 0.1104 0.8771 0.0008 0.0545 0.0030 0.9841

In DICE2016R and DICE2013R, emissions enter only the atmosphere, implying

that q2 and  q3 are zero, in Gerlagh and Liski (2017) it is assumed for time steps larger

than one year, part of the ambient carbon exchange between reservoirs is captured by

non-negative values for  q2 and  q3,  implying that a certain fraction directly enters

other reservoirs. Accordingly, we have followed their approach for the calibration of

w
1, w 2, and w

3 by using these parameters to obtain a closer fit of the 5 year time step
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calibration with the given 1 year  time step calibration (where the three parameter

values  are  zero).  Consequently,  the  parameter  w 1 displays  the  fraction  of  carbon

removed which has returned to the atmosphere within a five year time period. Table

C2 below displays the parameter values for the distribution of emissions and CDR.

Table C2:  Parameter  values of  the  distribution of  emissions and CDR for the  three  carbon cycle

models for 5 year time steps (displayed here rounded to 4 decimal places).

q
1

q
2

q
3

w
1

w
2

w
3

CC16 1 0 0 0 0 1

CC13 1 0 0 0 0 1

CCGL 0.9318 0.0460 0.0221 0.0062 0.0002 0.9936

Both, DICE2013 and CCGL have been simulated with “historical emissions”

such  that  they  have  the  same  initial  conditions  for  atmospheric  carbon  stock  as

DICE2016R (i.e., 851 Gt C) in the year 2015. Table C3 below displays the initial

values for the three carbon cycles.

Table C3: Initial values for the three carbon cycle models in 2015 in Gt C.

S1(0) S2(0) S3(0)

CC16 851.000    460.0   1,740.00

CC13 851.000 1,541.0 10,010.50

CCGL 290.836    159.4      158.34

For  CCGL,  the  constant  fraction  0.904409  of  S1 corresponds  to  the

atmospheric carbon stock. Furthermore, in CCGL the carbon stocks are measured in

deviation to the preindustrial values, implying that in order to obtain the initial value

for atmospheric carbon stock of 851 Gt C one needs to add the preindustrial value of

588 Gt C.

All other equations with respect to the climate module (i.e., forcing equation

and  temperature  equation)  and  assumptions  with  respect  to  exogenous  land-use

emissions and exogenous forcing are specified like in DICE2016R.
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C.2 Validation with BEAM and UVic ESCM 

The  parameter  values  for  the  non-linear  three-box  Bolin  and  Eriksson

Adjusted Model (BEAM) are obtained from Glotter et al. (2014) and validated with

the documentation of webDICE (http://webdice.rdcep.org/). Like with the linear

carbon cycles models, we derived “historical emission” up until the year 2015 such

that the atmospheric carbon stock is as DICE2016R (i.e., 851 Gt C).

To insure that the carbon cycle models in  the IAMs and UVic ESCM are

initialized  with  nearly  the  same  mean  annual  atmospheric  CO2 and  temperature

conditions, we first prescribe all forcing, following historical observations, to reach

the same year 2015 conditions as in the IAMs.  Then, we diagnose compatible CO 2

emissions and use these to force the model until the year 2015. The model has been

spun-up for 10,000 years and then run from 850 to 2005, where historical atmospheric

CO2 forcing is prescribed along with known natural (orbital, volcanic, and solar) and

other  anthropogenic  forcing  (greenhouse  gases,  sulfate  aerosols,  and  land  cover

change),  following  the  Paleoclimate  Modelling  Intercomparison  Project  Phase  3

(PMIP3)  and  the  Coupled  Model  Intercomparison  Project  Phase  5  (CMIP5)-

recommended datasets  (Taylor et al., 2011).

From the year 2006 until the year 2015 simulations continue with prescribed

historical CO2 forcing, which is then held constant from 2014 to 2015 at 2014 levels.

From 2006 onwards, natural forcings as well as land cover change are held constant at

2005-levels.  Non-CO2 greenhouse  gases  and  aerosols  follow  the  RCP  8.5

specifications from 2006 to  2015 (Meinshausen  et  al.,  2011).  Further,  prescribed,

monthly varying, National Center  for Environmental  Prediction (NCEP) reanalysis

winds are used together with a dynamical feedback from a first-order approximation

of geostrophic wind anomalies associated with changing winds in a changing climate

(Weaver et al., 2001).

Compatible CO2 emissions from 850 to 2015 are diagnosed in the prescribed

CO2 run presented above and then used to conduct an emission driven simulation until
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the year 2015. All other forcing remains the same. From the year 2016 onwards, the

UVic simulations follow the same forcing as used in the respective IAM simulations.

Table C4 below displays  the  initial  values for  BEAM and UVic ECSM in 2015,

showing for the latter the initial values for atmosphere, land, and total ocean.

Table C4: Initial values for BEAM and UVic ECSM in 2015 in Gt C.

S1(0)/Atmosphere S2(0)/Land S3(0) / Total Ocean

BEAM 851.000   727.27 35,646.00

UVic ECSM 850.890 1789.02 37391.18

   

Like in the carbon cycle models in the IAMs, CDR/deep ocean CO2 injections

are simulated by adding carbon to the lower box, S3
(t ) . In UVic ESCM, deep ocean

CO2 injections in the respective CDR scenarios is simulated, in terms of the locations

of the injections sites and the general deployment methodology, based on the OCMIP

carbon  sequestration  protocols  (Orr  et  al.,  2001) and  carried  out  in  an  idealized

manner by adding CO2 directly to the dissolved inorganic carbon (DIC) pool (Orr et

al., 2001). Thus, we neglect any gravitational effects and assume that the injected CO 2

instantaneously  dissolves  into  seawater  and  is  transported  quickly away  from the

injection point and distributed homogenously over the entire model grid box with

lateral dimensions of a few hundred kilometers and many tens of meters in the vertical

direction (Reith et al., 2016). Consequently, the formation of CO2 plumes or lakes as

well  as  the  potential  risk  of  fast  rising  CO2 bubbles  are  neglected  (IPCC,  2005;

Bigalke et al., 2008).

Following Orr et al. (2001) and Reith et al. (2016) CO2 is injected at seven

separate injections sites, which are located in individual grid boxes near the Bay of

Biscay (42.3° N, 16.2° W), New York (36.9° N, 66.6° W), Rio de Janeiro (27.9° S,

37.8° W), San Francisco (31.5° N, 131.4° W), Tokyo (33.3° N, 142.2° E), Jakarta

(11.7° S, 102.6° E) and Mumbai (13.5° N, 63° E) (Reith et al., 2016; their Figure 1).

Direct  CO2 injections  are  carried  out  at  2900  m  depth  to  minimize  leakage  and

maximize retention time. At this depth, liquid CO2 is denser than seawater, which has
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the additional advantage that any undissolved droplets would sink rather than rise to

the surface (e.g., IPCC, 2005).
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Additional Figures

Figure C1: Cumulative CDR and Net Emissions as Function of Convexity of CDR cost for the period

2015 until 2500 for the CBA and 2C2100 Framework.

The figure shows the cumulative optimal amount of CDR (left panel) and cumulative optimal amounts

of net emissions (right panel) as function of c2, the slope of the marginal  CDR cost curve. The upper

panel corresponds to CC16 (the carbon cycle model from DICE2016R), the middle panel corresponds to

CC13 (the  carbon cycle  model  from DICE2013R), and the lower panel corresponds  to CCGL (the

carbon cycle model from Gerlagh and Liski (2017)). Each box displays the optimal amounts for CBA

(blue lines) and 2C2100 (red lines) for two CDR options, oceanic CDR (solid lines) and perfect storage

(dashed lines).



  Supporting Information 138

Figure C2: Time Profile of CDR Application (until year 2500), Carbon Distribution in year 4000, and

Temperature Response until year 2500 and 4000 in CC13.

The left  panel  shows the  cumulative optimal amount of  CDR as function of  c2, the slope of  the

marginal  CDR cost curve, including the time profile of CDR utilization for the different mitigation

frameworks  (CBA,  2C,  and  2C2100  in  a),  b)  and  c),  respectively).  The  right  panel  shows  the

distribution of the carbon emissions (from 2015 until 2500) in the year 4000 across the different carbon

reservoirs in dependence of the cumulative amount of CDR for the different mitigation frameworks

(CBA, 2C, and 2C2100 in d), e) and f), respectively). The right panel also includes information about

peak and average temperature for the period 2015-2500 and 2501 until 4000.
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Figure C3: Time Profile of CDR Application (until year 2500), Carbon Distribution in year 4000, and

Temperature Response until year 2500 and 4000 in CCGL.

The left  panel  shows the  cumulative  optimal  amount  of  CDR as  function of  c2,  the  slope  of  the

marginal  CDR cost curve, including the time profile of CDR utilization for the different mitigation

frameworks  (CBA,  2C,  and  2C2100  in  a),  b)  and  c),  respectively).  The  right  panel  shows  the

distribution of the carbon emissions (from 2015 until 2500) in the year 4000 across the different carbon

reservoirs in dependence of the cumulative amount of CDR for the different mitigation frameworks

(CBA, 2C, and 2C2100 in d), e) and f), respectively). The right panel also includes information about

peak and average temperature for the period 2015-2500 and 2501 until 4000.
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