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Abstract

The variability of the tropical Angolan system is largely determined by dynamics gen-
erated in the equatorial Atlantic. Poleward propagating upwelling and downwelling
coastally trapped (Kelvin) waves (CTW) modulate the seasonal cycle in the biological pro-
ductive ecosystem. Shipboard observations and short term mooring observations recorded
during upwelling and downwelling CTW periods are evaluated. Aim of this study is to
identify internal waves as main source of energy for mixing on the Angolan shelf during
upwelling CTW periods. Therefore, I investigate temporal variability of temperature,
salinity and of the flow as well as dissipation rates of turbulent kinetic energy (TKE) and
stratification between 12.0◦ E and 13.5◦ E at 11◦ S below the mixed layer. Furthermore,
I use spectral analysis to assess temporal variability of internal waves at the continental
slope. Analyses of dissipation rates of TKE from microstructure measurements reveal
particular importance of the continental slope to mixing. At the continetal slope, dis-
sipation rates of TKE reach magnitudes of up to O(10−5) m2/s−3 being of 1000 times
higher compared to dissipation rates of TKE further offshore. Furthermore, enhanced
turbulent dissipation coincides with reduced buoyancy frequency at the slope, which in
turn facilitates mixing. Moreover, mixing is more pronounced during the upwelling period
in July 2013 than during October 2015. Spectral analysis of time series of the vertical
velocity component reveals internal waves of frequencies of ∼2 cph observed in both up-
and downwelling CTW periods. However, internal waves during upwelling phase in June
2018 are more energetic than during downwelling CTW phase in October 2015. Finally,
enhanced mixing on the Angolan shelf can be associated with energetic internal waves.
Energy provided by internal waves yield turbulent dissipation and mixing. Contrary to
expectations, observations in October 2016 reveal high surface salinity and enhanced mix-
ing during a downwelling CTW phase. In consideration of the results presented in this
study and additional data regarding surface fluxes, I find that either a shift in the CTW
periods, surface salinity increase due to freshwater fluxes or both may have modulated
observations in October 2016.
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Zusammenfassung

Die Variabilität im tropischen Angola-System ist zu großen Teilen durch Dynamiken,
welche im äquatorialen Atlantik entstehen, bestimmt. Wellen, die vom Äquator aus
nach Süden entlang der Küste propagieren, sogenannte Küsten-Kelvinwellen, führen zum
Aufrieb (upwelling) oder Abtrieb (downwelling) der Thermokline. Diese Wellen regulieren
außerdem den Jahresgang in dem biologisch ertragreichen Ökosystem. In dieser Ar-
beit werden Beobachtungsdaten, aufgenommen mittels Schiffsmessungen und Kurzzeitver-
ankerungen in Zeiträumen von upwelling (Juni und Juli) und downwelling (Oktober und
November) küstengebundener Kelvinwellen, ausgewertet. Ziel dieser Thesis ist es zu
zeigen, dass interne Wellen während der Phase von upwelling küstengebundener Wellen
die Hauptquelle für Energie zur Vermischung auf dem Angolanischen Schelf darstellen.
Dafür untersuche ich zeitliche Variabilitäten der Temperatur, des Salzgehaltes und der
Strömung, sowie die Dissipationsraten turbulenter kinetischer Energie und die Schichtung
zwischen 12.0◦ O und 13.5◦ O bei 11◦ S, unterhalb der Deckschicht. Die zeitliche Variabil-
ität der internen Wellen am Kontinentalhang wird anhand von Spektralanalyse ausgew-
ertet. Analysen von Dissipationsraten turbulenter kinetischer Energie von Mikrostruk-
turmessungen zeigen die besondere Bedeutung des Kontinentalhangs für Vermischung.
Am Kontinentalhang erreichen Dissipationsraten turbulenter kinetischer Energie Stärken
von bis zu O(10−5) m2/s−3. Das entspricht einen Faktor 1000 höher, als Dissipationsraten
turbulenter kinetischer Energie weiter vor der Küste. Außerdem treten am Kontinental-
hang starke turbulente Dissipation gemeinsam mit geringer Schichtung auf, was wiederum
Vermischung erleichtert. Vermischung is darüber hinaus während der upwelling Phase im
Juli 2013 ausgeprägter als während der downwelling Phase im Oktober 2015. Die Auswer-
tung der Spektralanalyse von Zeitserien der Vertikalgeschwindigkeit zeigt, dass während
der upweling und der downwelling Phase, interne Wellen einer Frequenz von 2 Zyklen pro
Stunde beobachtet wurden. Jedoch sind die im Juni 2018 beobachteten internen Wellen
energetischer als die im Oktober 2015. Folglich kann die verstärkte Vermischung im
Schelfgebiet vor Angola mit der Aktivität von internen Wellen verbunden werden. Hierbei
wird die Energie der internen Wellen teilweise für turbulente Dissipation und Vermischung
bereitgestellt. Beobachtungsdaten aus dem Oktober 2016 zeigen, anders als für eine down-
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welling Phase erwartet, hohen Oberflächensalzgehalt und verstärkte Vermischung auf. In
Anbetracht der Ergebnisse dieser Thesis und mit Hilfe von zusätzlichen Informationen zu
Oberflächenflüssem, ziehe ich den Schluss, dass entweder eine Verschiebung der Phase der
küstengebundenen Wellen, ein Anstieg des Oberflächensalzgehaltes aufrund von geringen
Frischwasserflüssen oder eine Kombination von beidem den anormalen Beoachtungen von
Oktober 2016 zugrunde liegen.
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Chapter 1

Introduction

The Angolan shelf represents a high-productive upwelling region (Ostrowski et al., 2009;
Kopte et al., 2017) which is characterized by mixing, which is linked to tidal interaction
with local topography and also to equatorial wave dynamics. In the following chapter
I will describe the characteristics of the Angolan shelf as part of the eastern Tropical
Atlantic with its prevailing dynamics and their linkage to the Equator. Furthermore, I
will describe the temporal variability of typical dynamics within the region of interest and
will explain the mechanisms of internal wave generation and mixing by giving an overview
on the state of research.

1.1 Eastern Tropical Atlantic

Within this thesis, I study a region which is located north of the Benguela upwelling
system, which is known to be one of the most productive upwelling regions in the ocean,
with great importance for the fishery industries of Angola (Kopte et al., 2017; Tchipalanga
et al., 2018). The area is located southwest of Africa, stretching between 5◦ S and 17◦20’ S.
In the north at ∼ 6◦ S it is confined by the Congo River, which does not only supply fresh-
water but also separates the equatorial Gulf of Guinea from the tropical Angola system
(Tchipalanga et al., 2018; Hutchings et al., 2009). The local dynamics are dominated by
four oceanographic features (Figure 1.1). The first one is the Angola Current (AC) which
is fed in the north by eastward flowing equatorial currents, the second feature. These are
the Equatorial Undercurrent, the South Equatorial Undercurrent and the South Equato-
rial Countercurrent. Additionally, the AC is fed by the southward flowing Gabun Current
(Kopte et al., 2017). The AC advects warm tropical water alongshore poleward through-
out the year and covers therby the shelf region as well as the continental slope down
to a depth of 200 m (Kopte et al., 2017; Tchipalanga et al., 2018). Multiyear observa-
tions revealed a weak southward mean transport of the AC of 0.32 Sv (1 Sv = 106 m3/s,
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CHAPTER 1. INTRODUCTION

a measure for volumetric rate of transport) and a weak southward mean flow of 5-8 cm/s
(Kopte et al., 2017). The magnitude of the AC’s volume transport is highly modulated
by changes in the large-scale wind field (Tchipalanga et al., 2018). For example, during
the Benguela Niño phase 1995 (see 1.2), the AC transport peaked in 11 Sv with strongly
increased southward velocities (Tchipalanga et al., 2018). Along the southward course of
the AC the current forms the eastern part of the cyclonic Angola Dome, the third feature.
The Angola Dome, also called Angola Gyre, is a temporal cold water dome generated by a
local maximum of Ekman suction which is present during austral winter (Mazeika, 1967;
Doi et al., 2007). Between 15◦ S and 18◦ S, the AC meets the northward flowing Benguela
Current (BC) forming the Angola-Benguela front (ABF), the forth feature. The ABF sep-
arates the AC and the BC dynamically and thermally, thus, forming a southern boundary
of the here analyzed region (Ostrowski et al., 2009; Hutchings et al., 2009; Tchipalanga
et al., 2018). In the southward course the AC strengthens and reaches its maximum veloc-
ity just north of the ABF (Kopte et al., 2017; Tchipalanga et al., 2018). However, different
from the southward strengthening, the seasonal variability of the AC does not correspond
to the wind forcing, instead it is caused by the propagation of coastally trapped (Kelvin)
waves (see 1.2) (Hutchings et al., 2009; Kopte et al., 2017; Tchipalanga et al., 2018).

In consequence of the dynamical separation at the ABF, the water masses character-
izing the Angolan system are largely formed by tropical waters. The region off Angola
is dominated by warm, saline and low-oxygen South Atlantic Central Water (SACW)
which is in particular present in the Angola Dome (Ostrowski et al., 2009; Kopte et al.,
2017; Tchipalanga et al., 2018). Kopte et al. (2017) describe the water mass composi-
tion as near-constant as it is dominately driven by the annual cycle of surface heat flux
and freswater fluxes. Thus, it is primarily influenced by local mixing. In comparison to
the water masses found south of the ABF, water off Angola is rather low in nutrients
(Mohrholz et al., 2008; Kopte et al., 2017). However, there is enrichment of the surface
waters supported by the uplifting of nutrient-rich water by the Angola Gyre further off-
shore onto the shelf (Mohrholz et al., 2008; Ostrowski et al., 2009). Below the productive
upper ocean, thermocline waters are depleted in oxygen and form one of the most pro-
nounced oxygen minimum zones in the global ocean (Ostrowski et al., 2009; Kopte et al.,
2017; Tchipalanga et al., 2018).

1.2 Temporal variability

The study area can be described as a transition zone between the wind-driven Benguela
upwelling system and the Equatorial Atlantic (Ostrowski et al., 2009; Hutchings et al.,
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CHAPTER 1. INTRODUCTION

Figure 1.1: Schematic circulation in the Southeast Atlantic Ocean (modified from Rouault
et al. (2007) and (Kopte et al., 2017)) showing major features in black arrows: Equatorial
Undercurrent (EUC), South Equatorial Undercurrent (SEUC), South Equatorial Coun-
tercurrent (SECC), Gabon Current (GC), Angola Dome (AD), Angola Current (AC) and
the Benguela Current (BC). The Angola Bengula Front (ABF) is shown at its mean loca-
tion (orange). Bathymetry is derived from ETOPO2 (National Geophysical Data Center,
2006) and black lines indicate the 200 m-isobath and the 1000 m-isobath.
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CHAPTER 1. INTRODUCTION

2009). The dynamics are strongly linked to wave dynamics generated by a change in
northeast and southeast Trade winds. The Angola system has a distinct annual cycle
which is caused by the shift of the Intertropical Convergence Zone (ITCZ) and an associ-
ated shift of the Trade winds (Kopte et al., 2017; Tchipalanga et al., 2018). The seasonal
cycle reveals a warm season between December and April (austral summer) in which
strongly stratified waters are overlaying cooler productive waters below the thermocline
(Ostrowski et al., 2009; Tchipalanga et al., 2018). On the other hand, between June and
September (austral winter), an elevated thermocline and weak stratification dominate the
dynamics. The latter period is characterized as the upwelling season while the aforenamed
period is characterized as the downwelling season. The seasonal cycle is clearly visible
in temperature and salinity across the Angolan shelf (Kopte et al., 2017). Moreover, the
extent of the AC changes with the seasonal cycle for both the extent in depth and in
latitude caused by a shift of the ABF. During February to April, the AC is restricted to
the upper 150 m at 17◦ S, where it reaches its maximum velocity. By contrast, during aus-
tral winter the AC weakens and reaches deeper (Tchipalanga et al., 2018). Furthermore,
coastally trapped waves modulate the variability of the AC additionally to the seasonal
variability (see 1.3) (Kopte et al., 2017; Tchipalanga et al., 2018).

In the past years, there have been multiple studies focusing on the link between the
equatorial Atlantic and the coastal regions from Angola southwards to Benguela. They
revealed two major phenomena associated with large Sea Surface Temperature anoma-
lies on interannual timescales, both similar to El-Niño phenomena in the tropical Pacific.
They can be distinguished as the Benguele Niño off Angola and the Atlantic zonal mode
centered in the equatorial region (Lübbecke et al., 2010). In particular, Benguela Niños
are linked to dynamics off Angola. Similar to El-Niño events, Benguela Niños are as-
sociated with a change in the wind field. As a result of intensification or relaxation of
the Trade winds in the western equatorial Atlantic downwelling or upwelling Interan-
nual Equatorial Kelvin Waves (IEKW) are generated which propagate eastward along the
equator until they reach the eastern boundary (Lübbecke et al., 2010; Koungue et al.,
2017; Tchipalanga et al., 2018). IEKW energy is translated into two major parts: one
is reflected at the coast and propagates westward as fast equatorial Rossby waves and
the other one is deflected and propagates poleward along the coast as coastally trapped
(Kelvin) waves (CTW) (Koungue et al., 2017). While propagating eastward, IEKW com-
prise propagating Sea Surface Hight (SSH) and thermocline depth. A raise of the ther-
mocline (upwelling) accompanies with a slight SSH depression whereas a depression in
the thermocline (downwelling) accompanies a slight raise in the SSH. The wave induced
upwelling or downwelling leads to cooling or warming of the surface, respectively, and is
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called a Benguela Niña (cold) or a Benguela Niño (warm) event (Ostrowski et al., 2009;
Lübbecke et al., 2010; Bachèlery et al., 2016; Koungue et al., 2017). Based on monthly
dynamic height anomaly from Prediction and Research Moored Array in the Tropical
Atlantic (PIRATA), Koungue et al. (2017) showed that the SSH anomly precede an ex-
treme interannual SST anomaly by 1-2 months. The change of SST during Benguela Niño
events have in fact an impact on the local atmospheric circulation and rainfall (Shannon
et al., 1987; Rouault, 2012; Tchipalanga et al., 2018). Moreover, satellite data allows
for determination of a chronology of CTW transmitting equatorial variability along the
southwestern coast of Africa. During March and October, downwelling CTW whil during
June to July and December to January upwelling CTW propagate southward. It is most
likely that the AC’s variability is controlled by the four CTW events (Schouten et al.,
2005; Ostrowski et al., 2009; Rouault, 2012; Bachèlery et al., 2016; Kopte et al., 2017;
Koungue et al., 2017; Tchipalanga et al., 2018). The typical time scale of the equatorial
forced CTW is 13-20 month (Bachèlery et al., 2016; Tchipalanga et al., 2018).

Angolan upwelling and downwelling is largely controlled by equatorial wave dynamics.
During downwelling, peaking in March and October, sea level rising and thermocline
deepening are observed (Kopte et al., 2017; Tchipalanga et al., 2018). The thermocline is
confined to the 20 ◦ -isotherm (Tchipalanga et al., 2018). Caused by the southward prop-
agating of CTW, a strengthening of the coastal current can be recorded (Kopte et al.,
2017; Koungue et al., 2017; Tchipalanga et al., 2018). Further, the surface waters are
dominated by equatorial warm and low-saline water. Hence, strongly stratified waters
overlay cooler productive waters below the thermocline which tend to suppress near sur-
face mixing (Ostrowski et al., 2009; Hutchings et al., 2009; Tchipalanga et al., 2018).
During upwelling, opposite properties dominate the Angolan coastal system peaking in
June/July and December/January. the sea level falls and the thermocline becomes shal-
lower, while the alongshore current decelerates (Kopte et al., 2017; Tchipalanga et al.,
2018). The upwelled water is nutrient-rich and colder than the equatorial water advected
during austral summer (Ostrowski et al., 2009; Tchipalanga et al., 2018). Contrary to
downwelling, upwelling amplifies mixing (Ostrowski et al., 2009; Hutchings et al., 2009;
Tchipalanga et al., 2018).

Finally, variability observed off Angola is remotely forced by the equatorial Atlantic and
hence can be explained by wave theory. Wind forcing is the main source of IEKW, ac-
cording to Koungue et al. (2017). During four distinct CTW events, energy of IEKW
is transmitted polewards (Tchipalanga et al., 2018). Wind-driven upwelling and down-
welling, explained by Ekman theory, appears to be prevalent only in the southern region
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CHAPTER 1. INTRODUCTION

of Angola from August to September (Schouten et al., 2005; Hutchings et al., 2009).

1.3 Wave dynamics
In order to understand how mixing evolves from tidal dynamics on the Angolan shelf I will
introduce some important processes. Therefore, I refer to Talley (2011) in the following.

Tidally induced internal waves are generated by interaction of barotropic tidal flow with
topography. There are many other mechanisms generating internal waves such as wind
variations at the sea-surface generating disturbance, interactions of ocean interior flow
and eddies with topography, wave-wave interactions or interactions at fronts (Figure 1.2)
(MacKinnon et al., 2017). Regardless of where internal waves are generated, they are a
primary factor for oceanic mixing. In fact, tides provide about 50 % of the energy which
is used for mixing in the open ocean (Munk and Wunsch, 1998). At this, a large part of
the energy is transmitted by internal tides, distributing the energy inhomogeneously. The
principal process considered is energy cascading from large-scale open ocean tides into
microstructure scales (Sandstrom and Oakey, 1995; Schafstall et al., 2010; Legg, 2014;
Lamb, 2014).

Figure 1.2: Schematic of generation sites of internal wave mixing processes in the open
ocean (MacKinnon et al., 2017)

1.3.1 Tidal flow

Tidal flow is caused by the balance of gravity force, excerted by the moon and the sun, and
the Coriolos force. The Coriolis parameter f describes latitudinal dependency of the effect
of the Earth’s rotation. It changes sign at the equator and it has units of 1/s. Further,
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CHAPTER 1. INTRODUCTION

it is defined as f = 2Ω sin φ, where Ω is the rotation rate and φ is the latitude. Tides are
described using tidal constituents considering several influences modulating the tide. The
most common constituent used is the principal lunar semi-diurnal tide, short M2, with a
period of 12.42 h. Tidal flow is propagating as a barotropic coastal Kelvin waves (KW)
due to energy conservation along boundaries. Therefore, KW propagate along the coast
or along the equator, with the boundary to the right hand side of the flow in the Northern
Hemisphere and to the left hand side of the flow in the Southern Hemisphere. As such, KW
always propagate in one direction and parallel to the boundary which is perpendicular to
the pressure gradient. While propagating poleward, KW transmit information on how the
equatorial ocean adjusts to changes in the wind. Their wave amplitude is characterized
by an exponential decay from the boundary away to the open ocean on a length scale
of the external Rossby radius of deformation RDE = c/f =

√
gH/f . The Rossby radius

is commonly used to describe length scales of flows balancing pressure force and Coriolis
force, geostrophic flows. Here, RDE is used for an unstratified ocean, also called barotropic
Rossby radius, with a length scale of thousands of kilometers. The dispersion relation of

Figure 1.3: Schematic properties of internal waves (Talley, 2011). Wavevector (k,m)
shows the direction of phase propagation (long arrows). The phase velocity cp is in the
direction of the wavevector and the group velocity cg is perpendicular to the wavevector
(short arrows).

KW is described in Equ. 1.1.
ω = k

�
gH (1.1)

Here, the wavenumber k is given from k = 2π/λ (radians per unit length), the acceleration
of the gravity g is given as g = 9.81 m/s2, directed towards the Earth’s center and H is the
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CHAPTER 1. INTRODUCTION

water depth (m). Subsequently, we can derive the phase velocity and the group velocity
using Equ. 1.2. The phase velocity cp is the velocity of individual wave crests. The motion
of the wave energy is described as the group velocity cg which equals the velocity of a
wave packet given by the derivative of frequency with respect to the wavenumber.

cp = ω

k
= L

T
=

�
gH , cg = ∂ω

∂k
(1.2)

For waves moving in several different directions, wavenumber k can be expressed as a
vector with (x,y,z) elements which are usually stated (k,l,m), respectively. As can be seen
from Equ. 1.2, KW are non-dispersive waves meaning that their velocity is constant for
all wavelengths. Considering a depth of an ocean basin of 4000 m, KW reach a high wave
propagation speed of up to 200 m/s. In addition, the wavelength λ (m) equals the ratio
of the phase velocity to the frequency of a wave ω (Equ. 1.3).

λ = cp

ω
(1.3)

1.3.2 Internal waves

The restoring force of internal waves is the buoyancy frequency N, also called Brunt-
Väisälä frequency,

N2 = −g
1
ρ

∂σ

∂z
. (1.4)

Here, σ is the potential density and ∂σ

∂z
is the vertical gradient of the potential density

with respect to the considered layers. Hence, the buoyancy frequency ( 1/s2 ) acts on
vertical displacement of the fluid (Garrett and Kunze, 2007; Lamb, 2014). If a fluid
particle is deflected by external forces, for example into layers of lower density, the fluid
parcel will not stay within this layer but will fall back to its original density layer and vice
versa, resulting in an oscillation. The buoyancy frequency is the maximum frequency for
internal waves, which is higher for stronger stratification. In contrast, the lowest possible
frequency of internal waves is determined by the Earth’s rotation. Finally, internal waves
have frequencies in the range of

f ≤ ω ≤ N , (1.5)

depending on latitude, stratification. Morover, based on N, the ocean can be classified
as strongly (high N) or weakly (low N) stratified. A simplified version of the dispersion
relation for internal waves in a continuously stratified flow, assuming no changes in N and
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f, is given as:

ω = (k2 + l2)N2 + m2f 2

k2 + l2 + m2 . (1.6)

As internal waves propagate in the watercolumn, the tilt of the wave vector k changes (see
Fig. 1.3). With a tilt from horizontal to vertical the fluid particles "feel" less stratification
as ω changes from ω = N to ω = f . The phase velocity is in the direction of the wave
vector whereas the group velocity is perpendicular to the wave vector.

1.3.3 Tidal interaction at the continental slope

The first part of energy cascading is associated with the interaction of barotropic tidal
flow with topography (Legg and Adcroft, 2003; Schafstall et al., 2010). Thus, within a
stratified ocean, nonlinear internal waves with short wavelengths of hundrets of meter
and of tidal and related frequencies are generated when including nonhydrostatic and
nonlinear effects (Legg and Adcroft, 2003; Garrett and Kunze, 2007; Schafstall et al.,
2010; Winters, 2015). Considering only linear and hydrostatic processes explains for
linear internal waves of longer wavelengths (tens of kilometers) (Baines, 1982; Legg and
Adcroft, 2003; Schafstall et al., 2010).
As a wave propagates into shallower waters energy may elevate (Lamb, 2014) and cause
waves of large localized disturbances, called solitory waves. Using propagation direction,
internal waves can be distinguished into vertically propagating internal waves, in the form
of narrow beams, or horizontally propagating internal waves. In the following, solitory
waves balance forming waves of different wavelengths and steepening due to nonlinearity
(Lamb, 2014). However, horizontally spreading internal waves are likely to cause nonlinear
effects and form shorter, nonlinear internal waves with a trapped core of (turbulent) fluid,
called solitary internal waves (Lamb, 2014). This type of internal waves often arise in
packages of several waves on the shelf (Lamb, 2014).
Additional to the stratification, steepness of respective topography sets the direction of
wave scattering. At the continental slope, the steepness of the slope is decisive whether
internal wave energy is entering the shelf or not (Legg and Adcroft, 2003; Schafstall
et al., 2010; Hall et al., 2013). In contrast, the curvature of the shelf break does not
significantly alter the amount of energy transmitted from the slope onto the shelf (Legg
and Adcroft, 2003; Schafstall et al., 2010). By the ratio of the topographic slope to the
internal wave characteristic slope (Equ. 1.7), α, the behavior of an approaching internal
wave onto the shelf slope is assessable (Hall et al., 2013). Propagation onto the shelf
occurs if α < 1 (subcritical) whereas the wave is partially reflection back offshore if α > 1
(supercritical). Wave breaking and turbulence start if α = 1 (critical) (Ivey and Nokes,
1989; Dauxois et al., 2004; Hall et al., 2013). Note that these observations are for normally
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incident internal waves. In case of obliquely incident internal waves, the criticality of the
effective slope appears to be different (Eriksen, 1982; Martini et al., 2011; Hall et al., 2013).
As a result, a near-critical slope appears to be sufficient to favour shear instability and
turbulence (Schafstall et al., 2010). Generated turbulence leads to elevated dissipation,
locally, and stimulates mixing (Gula et al., 2016).

α = ∂H/∂x

[(ω2 − f 2)/(N 2 − ω2)]1/2 (1.7)

The topgraphic slope is given as the change of total depth H with across-slope distance,
∂H/∂x. The internal wave characteristic slope is determined by the angular frequency
of the wave ω, the inertial frequency f and the buoyancy frequency N (Schafstall et al.,
2010).

1.3.4 Mixing

By comparing experimental or model studies, e.g. from Legg and Adcroft (2003) and
Lim et al. (2010), with observations, e.g. from Schafstall et al. (2010), it becomes clear
that internal waves contribute to mixing. In combination of near-criticial slopes and
buoyancy forcing, they provide energy for turbulent dissipation and mixing (Legg and
Adcroft, 2003). Overturning of shoaling waves may either lead to wave breaking or form
solitory-like waves propagating along the bottom and elevate the dissipation level (Lamb,
2014). In this connection, vertical wavenumbers can be used to determine the likelyhood
of wave breaking and consequent turbulent mixing. Therefore, internal waves of high
vertical wavenumber, meaning of high frequency or short wavelengths, contribute to mix-
ing (MacKinnon et al., 2017). Morover, wave breaking leads to density overturns which
creates convective instabilities. Gayen and Sarkar (2010, 2011) showed that this leads to
near-bottom turbulence over critical slopes (Lamb, 2014).

Summing up, internal waves generated by topographic interaction of barotropic tides ex-
hibit wavelengths from hundreds of meters to tens of kilometers. In this way they can
obtain frequencies close to the buoyancy frequency N. Waves with such high frequencies
are described by nonlinear wave theory and are thought to favour wave breaking which
likely leads to turbulent mixing and enhanced shear instabilities (Schafstall et al., 2010;
Hall et al., 2013; Legg, 2014; MacKinnon et al., 2017). Furthermore, the slope at which
tidal flow interacts strongly controls the generation of internal waves and their propa-
gation direction. Internal waves generated at continental slopes behave different from
internal waves with their generation sites in the open ocean (Nycander, 2005; Legg and
Adcroft, 2003). Due to the variety of internal wave types, many breaking and dissipation
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mechanisms may occur. To investigate mixing due to internal waves, shear instabilities
and turbulent dissipation are commonly analyzed (Lamb, 2014).

1.4 Aim of this study
The aims of this study are to analyze mixing processes of several seasons and to explain the
linkage to internal wave activity on the Angolan shelf using observational data recorded
during four resarch cruises. Therefor, I investigate two key aspects:

• What is the temporal variability regarding the occurence of mixing on the Angolan
shelf?

• When do internal waves contribute to mixing on the Angolan shelf?

Previous studies already discussed features which regulate seasonal variability within the
research area. Furthermore, the spreading of internal waves and their influence to local
mixing at the continental slope has been described. Within this study, I will explain the
key aspects by discussing the linkage between the seasonal variability of the stratification
and the flow, and internal wave activity.
My thesis is organized as follows: Chapter 2 describes the observation data sets used in
this study. Chapter 3 explains the different methods used for my analysis. In Chapter
4, I present the results. Results are divided into findings regarding the general flow field
and hydrography in the study area, the dissipation rates of turbulent kinetic energy and
stratifictaion, followed by the temporal variability of internal waves at the continental
slope. Afterwards I discuss the described results and finish my thesis with a summary
and outlook.

11



Chapter 2

Data

This thesis is based on hydrographic data recorded during research cruises M98, M120,
M131 and M148 on R/V Meteor carried out in July 2013, October/November 2015, Octo-
ber/November 2016 and May/June 2018, respectively, and during repeated ship surveys
within the scope of the Nansen program from 1995 to 2016. Figure 2.1 shows a local
distribution of the available data and Appendices A and B contain detailed information
about time and location of chosen shipboard measurements from R/V Meteor.

2.1 Shipboard measurements

Shipboard measurements include current profile data using accoustic Doppler current
profiler (ADCP), free falling microstructure Profiler data (MSS) and a vast number of
hydropgraphic sections measured by CTD sondes (Conductivity, Temperature, Depth).
In this study, data coverage is restricted to the area between 10◦ S and 12◦ S and east of
10◦ E. During research surveys M98, M120 and M131 vessel-mounted accoustic Doppler
current profiler (vmADCP) of the type 75 kHz RDI Ocean Surveyor (OS75) were operat-
ing in narrow-band mode and provide data of the flow field along the cruise track (Brandt
et al., 2014; Dengler et al., 2015; Brandt, 2016; Dengler, 2018).
From cruises M120, M131 and M148, I analyze 21, 17 and 5 CTD profiles respectively.
The selected profiles cover a section east of 11.5◦ E between 11.5◦ S and 10.5◦ S, each. The
conductivity and oxygen sensors of the CTD during cruise M120 were calibrated by deter-
mining 261 water samples for conductivity using a Guildline Autosal salinometer (AS) and
determining 393 water samples for oxygen concentration using Winkler titration. Con-
ductivity values from the water samples were analysed using the GEOMAR salinometer
AS 7 (Model 8400 B). The calibration of conductivity sensors and oxygen sensors during
cruise M131 were performed similar to M120. Here, for conductivity 304 water samples
and for oxygen concentration 261 water samples were analyzed. The averaged longitudinal
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Figure 2.1: Map of the study area showing locations of observation data. In the left
panel (a), positions of available CTD data is shown. Nansen CTD (CTDNansen) between
8◦ S to 15◦ S on the self confined by the 200 m isobath, Nansen CTD used for seasonal
variabiliy analyses CTD11 (red dots). CTD data from cruises M120 and M131 (CTDm)
and from cruise M148 (CTDM148). The black box in a marks the area displayed in b.
In the right panel (b), positions of MSS stations (red), tracks from vmADCP (yellow)
and the location of the short term mooring location (star) are displayed. The respective
cruises are indicated by different symbols.

resolution of the CTD stations during M120 and during M131 is 0.07◦. The CTD profiles
of M120 cover the timer period 10/26/2015 to 11/02/2015. The temporal coverage of the
CTD profiles of M131 is from 10/07/2016 to 11/09/2016. The selected CTD data which
was collected during M148, is calibrated similar to M131 and covers the period from 18th
to 19th of June 2018. The longitudinal resolution is ∼0.1◦ (Dengler et al., 2015; Brandt,
2016; Dengler, 2018).

2.1.1 Microstructure measurements

For the acquisition of stratification, turbulence and other independent variables of state
(Temperature, Salinity, Oxygen concentration, etc.) on small scales, sampling of mi-
crostucture profiles is applied. As such, during research cruises M98, M120 and M131
microstructure profiles, in the following refered to as MSS profiles, were recorded. Mea-
surements were performed by using a loosely-tethered ship-based microstructure MSS 90
and a power-block winch portside at R/V Meteor. To resolve a realistic image of the tur-
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bulence, an undisturbed measuring procedure is required. Therefore, the ship’s velocity
is reduced to 1-2 kn while sampling (1 kn = 1 knot = 1 nautical mile/hour =0.514 m/s),
idealy. However, the ship causes disturbance from the surface down to the mixed layer.
This needs to be considered for subsequent data analysis.
In general, MSS profilers are recording while the profiler is sinking with an individual
sinking rate. The profiler is balanced with negative buoyancy which allows for compu-
tation of a sinking velocity. To avoid resonant oscillation, the profiler speed should not
exceed 1 m/s and is typicaly set to 0.6 m/s (Baumert et al., 2005; Prandke, 2010). The
main sensor on the profiler is the PNS shear sensor, recording mixing and turbulence. As
such, it measures the velocity fluctuation relative to the movement of the profiler with a
frequency of 1024 Hz (Baumert et al., 2005). Moreover, the measurements are sensitive
to vibrations. The cross-stream components of turbulent velocity produce a lifting force
(buoyancy) at the airfoil which is transmitted via a metallic cantilever to the piezoce-
ramic beam (Baumert et al., 2005). The setup of an airfoil shear sensor is illustrated
in Figure 2.2. The piezoceramic beam provides the output in voltage proportional to
the instantaneous cross-stream component of the velocity. Axial forces are not transmit-
ted to the pierzoceramic element, hence, the element is quite susceptible to mechanical
stress (Baumert et al., 2005). The accuracy of the resulting turbulence measurements

Table 2.1: List of performed MSS profiles, the number of the MSS profiles used in this
study and the deployed sensors. RA - research area; Tfast - fast responding Temperature
sensor; CTDstd - standard CTD sensor (Conductivity, Temperature, Depth).

cruise stations profile profiles RA deployed sensors
M98 11 215 184 3 shear; 1 Tfast; 1 acceleration; 2 tilt; 1

CTDstd; 1 oxygen
M120 103 400 30 2 shear; 1 Tfast; 1 acceleration; 1 turbid-

ity; 1 CTDstd; 1 oxygen
M131 94 509 14 2 shear; 1 Tfast; 1 acceleration; 1 turbid-

ity; 1 CTDstd; 1 oxygen

is increased by deploying two or three shear sensors. In addition to shear sensors, an
acceleration sensor and a fast temperature sensor are usually applied. The acceleration
sensor measures the lateral acceleration of the microstructure probe by vibrations of the
profiler. The measurements of the fast temperature sensor are based on micro thermistor
(NTC) and measure the microstructure of temperature at the same sampling rate of the
shear sensors. Further, a tilt sensor, standard CTD sensors with a sampling rate of 24 Hz
and an oxygen probe are deployed at the profiler. All sensors are mounted at the head of
the profiler with the fast temperature sensor and airfoil sensor at the top. A summary of
the deployed sensors on the microstructure profilers is listed in Table 2.1.
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Figure 2.2: Setup of an airfoil shear probe (Baumert et al., 2005).

2.1.2 Nansen program

In 1975, the Nansen program was initiated by Norway and the Food and Agriculture
Organization of the United Nations (FAO) with the aim of collecting biological, biogeo-
chemical and hydrographic data to improve food security and to support the development
of fisheries (Bianchi et al., 2016). A part of the Nansen program is the ecosystem approach
to fisheries (EAF-) Nansen program, providing data among others for my study. Since
1993, surveys have been carried out by the R/V Dr. Fridtjof Nansen focusing on Southwest
Africa, particularly on Angola, Namibia and South Africa (Bianchi et al., 2016). Here, I
analyze CTD sections with a temporal coverage from 1995/02/28 to 2016/11/01 with a
focus on austral winter (July to August) and austral summer (February to April).

2.2 Moored measurements

To determine the flow field regarding seasonal variability, I analyze velocity data from
two short term moorings, KPO 1168 and KPO 1207. During cruise M120, KPO 1168 was
deployed at 10◦39.7’ S 13◦15.45’ E on 2015/10/30 and recovered on 2015/11/04. Two
upward looking 300 kHz ADCPs with a sampling rate of one minute were attached in a
depth of 170 m. During cruise M148, KPO 1207, which was equipped equally as KPO 1168,
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was deployed at 10◦41.53’ S 13◦15.65’ E on 2018/06/18 and recovered on 2018/06/25. The
sampling rate of the 300 kHz ADCPs of KPO 1207 was 0.5 minutes.

2.3 Analyzed variables
My analyses are based on the interpretation of dissipation rates of turbulent kinetic energy
(TKE) � and stratification via the buoyancy frequency N2. From MSS observations I
obtain � which is defined as

� = 7.5µ

�
∂u

∂z

�2

, (2.1)

where µ is the dynamic viscosity of seawater, ∂u
∂z

is the vertical gradient of the horizontal
velocity and the overline denotes averages. For the description of seasonal differences
based on CTD sections, I use potential density surfaces. Density is a function of in-
dependent variables of state, ρ = ρ(T, S, p). Here, I use the Gibbs sea water routine
for Matlab available at http://www.teos-10.org/ to compute the potential density
anomaly σ0 (kg/m3) with respect to a reference pressure of 0 dbar, that is potential den-
sity - 1000 kg/m3 (McDougall et al., 2009). The stratification derived from N2 also uses
the Gibbs sea water routine for the calculation. As such, absolute salinity, conservative
temperature and sea pressure are used to compute N2 (McDougall et al., 2009).
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Chapter 3

Methods

To analyze turbulence and mixing processes induced by internal waves, I focus on the
comparison of dissipation rates of TKE � and the buoyancy frequency N2 derived from
observations in July and October/November. Due to the distribution of the available
observational data, the analysis is restricted to the area close to 11◦ S and east of 10◦ E.
In the following section I will describe the methods used for the analyses in more detail.

3.1 Seasonal variability

Analysis regardly temporal variability of temperature and salinity is done using the
Nansen CTD data and CTD data from M120 and M131. As such, I confine the Nansen
CTD data to the area between 10◦ S and 12 ◦ S and on the shelf. The depth criteria is
realized by limiting the data to the 200 m isobath using Etopo2 (National Geophysical
Data Center, 2006). This results in 45 CTD profiles for the period February to April and
48 CTD profiles for the period June to August. Further, the data is averaged and linearly
interpolated to a longitudinal section from 13.21◦ E to 13.81◦ E with a spatial resolution of
0.02◦ and a depth resolution of 1 dbar. The bottom topography on the shelf is computed
by using bathymetry according to Etopo2 and averaging the depths to one longitudinal
section. For the period October to November, 21 CTD profiles from cruise M120 and
17 profiles from cruise M131 are used to cover a 11◦ S section from 12◦ E to 13.4◦ E. I
will evaluate this data to show differences in temperature and salinity between 2015 and
2016. The data is measured at a depth interval of 1 dbar and linearly interpolated to a
longitudinal resolution of 0.05◦. From the CTD data, I compute averaged sections for
the periods February to March (FMA), June to August (JJA) and October to November
(ON) and compare them. I interpolate missing data adjacent to seabed.
For analyses of single velocity sections of vmADCPs, I use the header corrected velocity
data. Due to the ship’s track perpendicular to the shelf break, the velocities (u,v) corre-
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spond to across-shore and along-shore flow direction. I compute time-averaged velocties
with a resolution of ten minutes. The single velocity sections allow a description of the
general flow field and its seasonal variability based on the observed snapshots. The anal-
yses of seasonal variability in terms of temperature, salinity, backscatter and flow field
are descriptive.

3.2 Mixing processes

From the microstructure data of the cruises M98, M120 and M131 I compute an average
TKE field � and an average buoyancy frequency field N2 below the mixed layer. Rates
of dissipation of TKE were calculated during pre-processing for each sensor. Following
this, I first calculate a mean � profile from the recorded � profiles at each MSS profile.
Here, the number of � profiles is set by the number of applied shear sensors. I correct the
data by using only the values that were flagged as good beforehand and by considering
data below the mixed layer depth (MLD). For the MLD calculation, temperature from
standard CTD sensors on the MSS are used. The MLD is defined as the depth at which
the temperature cools by 0.2◦ C with reference to the surface. Values of � ≥ 10−5 m2/s−3

are scaled down to 10−5 m2/s3 as they are likely overestimated or distorted by external
influences, such as turbulence produced by the ship’s movement. For further analyses,
both � and N2, are gridded in longitude with a resolution of 0.01◦ and in depth with a
resolution of 1 dbar. Data from the single cruises is also gridded to the same resolution.
The following analyses are based on the depth and longitudinal gridded data. A general
comparison of � and N2 is achieved by plotting histograms of both variables, normalized
by the number of observations. Moreover, I integrate the gridded � vertically over the
whole water column below the MLD. This is done not only for the average field � but also
for the gridded data from the single cruises. In addition, I average the gridded data in
depth for smoothing in 10 m bins and analyze occuring frequencies from � over N2 and
classify the data into a surface layer and a bottom layer. Therefore, the surface layer is
defined as 30 m below the MLD and the bottom layer is defined as the lowest 30 m. Again,
this is done for the average field and also for each cruise.
Segmentating the data into three areas allows for focusing on spatial differences in turbu-
lent dissipation and stratification. Based on MSS data which is interpolated to a 1dbar
depth resolution but at its original longitudinal positions, I compute averaged � and N2

profiles over depth within three areas. Therefore, I define A1 an offshore area (12.73◦ E
≥ lon < 13.15◦ E), A2, a continental slope area (12.3.15◦ E > lon ≤ 13.3◦ E) and A3,
an on-shelf area (13.3◦ E > lon ≤ 13.5◦ E), A3. By depth-averaging � and N2 into 10 m
intervals, the data is smoothed. Area A1 includes MSS profiles of M120 and M131, A2
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includes profiles of all cruises and A3 includes of MSS profiles of M98 and M131.
A method to indirectly determine internal wave occurence is obtained by computing
volume backscatter. I analyze echo amplitudes measured from vmADCP during research
cruises M98, M120 and M131 and compute the volume backscatter in dB, also called
target strength, following on Plimpton et al. (2004) and Deines (1999). Therefore, I use
averaged temperature, salinity and soundspeed profiles that were provided and are based
on mean sections from Kopte et al. (2017).

3.3 Time series analysis

The velocities (u,v) from the moored ADCPs are rotated with respect to the local orien-
tation of the shelf break at 11◦ S, i.e. rotation by -34◦. Thus, the velocities correspond to
across-shore and along-shore velocity components. In the following I will give an overview
of spectral analysis, which I used for the analysis of mooring.
To calculate the maximum frequency of internal waves I use CTD stations close to the
mooring location. From M120, I compute N2 from 4 CTD profiles located between 11.1◦ S
and 10.9◦ S. From M148, I compute N2 from 5 CTD profiles located between 11.2◦ S
and 10.8◦ S. Subsequently, I compute one mean N2 (scalar) and the respective standard
deviation for each cruise.

3.3.1 Spectral Analysis

I use spectral analysis to analyze the seasonal variability of internal wave activity based on
time series of horizontal and vertical velocities recorded at ∼ 11◦S. The following theory
of spectral analysis is based on Thomson and Emery (2014) and Lilly (2018). Spectral
analysis allows for partition of a time serie’s variance as a function of frequency. As such,
the power spectral density (PSD) measures the contributions from different frequency
components of stochastic time series, such as velocity time series. Within the PSD, power
is defined as energy per unit time. Using fast Fourier transform (FFT), the spectral peri-
odogram is generated which is used to estimate a true spectrum S(ω) from a finite sample
y(t). Thus, discrete Fourier transform converts the signal from the time domain into the
frequency domain or vice versa.
The basic concepts that are used to estimate spectra, are described in the following. First,
the sampled data is a stochastic process, meaning that the process is not predictable. Sec-
ond, the time series has a finite duration. Third, the spectra of a random process is itself
a random process. This means, by averaging, which can be done in the time or in the
frequency domain, we are able to increase the number of degrees of freedom. Degrees of
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freedom are defined as the number of statistically independent variables used in an esti-
mate. Additionally, there are limitations for the computation of a periodogram which are
linked to the basic concept. Due to the finite length of the sample data, the periodogram
is limited by the frequency resolution. The lowest resolvable frequency is called Rayleigh
frequency fR. It is determined as fR = 1/NΔt and controls the frequency-domain resolu-
tion. Here, Δt is the sample interval and N is the number of sample points. The highest
resolvable frequency is defined by fNy = 1/2Δt and is called Nyquist frequency. Any
frequency higher than fNy will be aliased. From the ratio of fNy to fR, which is N/2, the
number of resolvable, different frequencies is derived. Furthermore, since we only consider
a finite extract of a infinte time series, the computed frequency spectra contain artifical
frequencies which would not be apparent in a theoretical infinite time series. Thus, en-
ergy of the main lobe is spread, also called leaked, into side lobes of lower magnitude at
adjacent frequencies. As a result, spectral estimates experience smearing and distortion,
which leads to depression of weak signals and to amplification of noise. Different from
frequency boundaries determined by sampling frequency, the effect of leakage and smear-
ing can be reduced by applying a smoothing window function. Depending on the choice
of window, the estimate spectra can be biased or minimize the noise signals. Prior to
spectral analysis, mean and trend of the time series must be removed. By omitting this
step, mean and trend can distort the low-frequency components of the spectrum.
The autocovariance function for stationary processes is the basis for spectral analysis of
random process. The function is defined fore real-valued as Ryy(τ)=E[(X(t)-µ)(X(t+τ)-
µ)] = E[y(t)y(t+τ)], where E is the expectation operator, X is a random variable, µ is
the mean of X and τ is the lag. According to the Wiener-Khinchin relation, the power
spectrum equals the Fourier transform of the autocorrelation function of a signal. Thus,
the power spectral density S(ω) is denoted as

S(ω) =
� ∞

−∞
Ryy(τ)e−iωτ dτ , (3.1)

For measured time series Eq. 3.1 changes into a discrete version:

Sm =
N−1�

n=0
Rne−i2 m

N
ndτ , (3.2)

with m=(N−1)/2, of N discrete processes and the discrete radian frequency ωm which
equals 2π

m

N
. However, since the true autocovariance function cannot be computed from

discrete time series, the spectral density is estimated. One method is to compute the
periodogram Ŝm, which is the first estimator of a spectrum. The periodogram is denoted
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as
Ŝm = 1

N

�����
N−1�

n=0
yne−i2 m

N
n

�����

2

, (3.3)

with the discrete time serie yn. However, the periodogram shows some small biases which
can be improved using different methods. Common methods to estimate the spectra are
the Welch’s method and the Bartlett’s method. The Welch’s method divides the time
series yn into multiple short sequences, possibly overlapping with additional windowing.
Bartlett’s method is similar but without overlapping sequences. In both methods an
average periodogram is computed which shows reduced variance noise. Another method
that uses averaging is the multitaper method. However, the multitaper method shows a
distinct advantage compared to conventional window functions. By obtaining multiple
independent estimates from the same sample it reduces the estimated bias (Lilly, 2018).
Therefore, multitapering is more reliable for short time series. Further, the tapered signals
provide statistically independent estimates of the underlying spectrum since each taper
is pairwise orthogonal to all other tapers (Percival and Walden, 1993)

3.3.2 Multitaper Method

For smoothing the estimated spectra I refer to Lilly (2017), hence I apply spectral analysis
including the multitapering method. As such, I use the mspec function of the jlab toolbox
for Matlab. This method was originally developed by Thomson (1982). In general,
tapering means multiplying the sample time series zn with some function, called (data)
taper, which is of the same length as the sample time series. The multitaper combines
tapering to remove broadband bias (see leakage in 3.3.1) with averaging multiple spectral
estimates to remove variance. As the name suggests, a set of taper functions K of the
same length N, that are all orthogonal to one another, is applied to the spectral estimate.
These K different tapers are denoted as ψk

n for k=1,2,. . . K. For each of these tapers, we
form with n=0,1,2,. . . ,(N−1) and m=(N−1)/2 a spectral estimate as

Ŝk
m =

������

N−1�

n=0
ψk

nzne−i2πmn/N

������

2

. (3.4)

That involves the multiplication, called tapering, of the data zn with the taper ψk
n before

taking the Fourier transform. These K different individual estimates are sometimes known
as eigenspectra. Advantage of tapering is the reduction of the before discussed bias. The
K different estimated spectra corresponding to each of the K tapers can be combined into
one average spectral estimate.

Ŝψ
m ≡ 1

K

K�

k=1
Ŝk

m (3.5)
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Thus, the multitaper method involves tapering the data and averaging over multiple
individual spectral estimates. This method allows smooting within the frequency-domain.
A small number of K corresponds to a comparable small bias. However, that can increase
variance since it dampens information towards the ends. The number of tapers K is
adjusted, so that a good bias-variance tradeoff is reached.
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Results

In the following chapter I will present the results from the hydrographic data and the flow
field, beginning with a description of seasonal variability. Further, I will show differences
in dissipation rates of TKE and stratification on the shelf and offshore. Finally, I will
describe results of the time series analysis of the short term moorings.

4.1 Seasonal variability

The seasonal variability on the Angolan shelf at 11◦ S is analyzed in terms of changes
of temperature, salinity and velocity. Observed temperature and salinity sections based
on hydrographic sections from Nansen CTD data and from CTD data collected during
cruises M120 and M131 are displayed in Figure 4.1.
The comparison of the temperature and salinity sections shows clear differences between
austral summer and winter. This is supported by the uplift of the 20◦ C-isotherm and the
uplift of the 26 kg/m3-isopycnal during austral winter. In FMA and ON, the surface layers
reach temperatures of 25◦ C peaking in FMA at 27.8◦ C. Lower surface temperatures occur
in JJA, with a maximum temperature of 21◦ C. Fresh water of salinity maxima of 34.6
and 35 characterizes the surface within the upper 20 m in FMA and ON, respectively.
In contrast, saline water of 35.8 and higher denotes the surface in JJA. However, in
ON a high salinity layer separates fresh surface water and fresh, deep water at ∼100 m.
Temperature and salinity below 200 m are not resolved in FMA and JJA due to spacial
restriction of data located on the shelf. Similar to the observations from Tchipalanga
et al. (2018), no salinity smaller than 35 is found at the surface during austral winter.
The 26.0 kg/m3-isopycnal reaches a depth of 100 m at the shelf edge during FMA and
ON. On the other hand, during JJA the 26.0 kg/m3-isopycnal shallows to a depth of
50 m. Although salinity and temperature stratification is stable along the merged sections,
layer displacements occur close to the continental slope between 12.6 to 13.0◦ E in depths
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Figure 4.1: Mean sections of temperature (left panel) and salinity (right panel) at 11◦ S
during February to March (FMA), June to August (JJA) and October to November (ON).
Periods FMA and JJA are resolved down to depth of 200 m and period ON is resolved
down to 500 m. The white line denotes the 26.0 kg/m3 isopycnal. The black line in the left
panel denotes the 20◦ C-isotherm. Seabed displayed for JJA and FMA is averaged in the
respective region, seabed displayed for ON is derived from Etopo2 at 11◦ S. Longitudinal
range in upper three rows is 13.21◦ E to 13.81◦ E. and in the last row it is 12.0◦ E to
13.34◦ E.
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Figure 4.2: Mean sections of salinity at 11◦ S recorded during October to November in
2015 (upper panel) and in 2016 (lower panel). Black lines denote isopynals of potential
density 25.6 to 26.2 kg/m3 with an increment of 0.2 kg/m3. Black dots at the surface
denote longitudes of considered CTD profiles. The displayed sections corresponds to
section shown in Figure 4.1 (lowest row).
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between 100 to 500 m, which is particularly distinct in the salinity. The seasonal variations
in temperature and salinity are in agreement with the seasonal variability described by
Tchipalanga et al. (2018).
Strong differences in surface salinity are found between M120 and M131, Figure 4.2. Dur-
ing M120, fresh surface water dominates the upper 50 m. A layer of salinities of 34.5
to 35.15 overlays a high salinity subsurface layer of 35.5 to 35.7 with a depth of 100 m.
During M131, high salinity characterizes the upper 150 m along the track and forms a
salinity maximum of 36.1 at the surface offshore. A near surface freshwater region with
salinity of 35.1 is located near the shelf edge within the upper 20 m. In addition to Kopte
et al. (2017) who conducts a comparision of seasonal distributions of salinity, I find that
observations recorded in October 2016 show anomalous high near surface salinities.

Figure 4.3: Time-averaged velocity sections from vmADCP data recorded during cruises
M98 (left panel), M120 (middle panel) and M131 (right panel). The upper row displays
the across-shore velocity component u and the lower row displays the along-shore velocity
component v. Black lines contour 0.1 m/s and dashed black lines contour −0.1 m/s. Black
triangles at the surface denote positions of analyzed MSS profiles.

Second, the comparison of time-averaged velocity components (u,v) from the vmADCP
recorded during cruises M98, M120 and M131 allow for a description of seasonal differences
in the flow field (Figure 4.3). These data coincide with the time periods of MSS profiles
collected. Here, snapshots show that velocities are particularly strong in both across-shore
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and along-shore directions in October 2015 and 2016. During all analyzed time periods the
across-shore velocity component (Figure 4.3 upper panel), between 100 to 500 m depth,
is negative, indicating a flow directed away from the continental slope. In contrast, the
across-shore velocity on the shelf is directed towards the coast. During M131, the flow
directed away from the slope reaches velocities of up to −0.2 m/s and exceeds velocities
recorded during M98. In particular, high velocities during M131 are also found in the
along-shore velocity component. In this period, a strong southward flow is confined to
the upper 100 m and covers the shelf. October 2016 reveals a northward return flow
below the southward flow. The poleward current observed during M98 is weakened and
deeper reaching, adjacent to the continental slope. The poleward current is associated
with the AC. Here described patterns agree with observations from Kopte et al. (2017)
and Tchipalanga et al. (2018). However, the strength of the across-shore and along-shore
flow during the analyzed periods at 11◦ S exceed their observations.

Figure 4.4: Left panel: average dissipation rate of TKE � field (m2/s3) with boxes in-
dicating selected areas A1 (yellow box), A2 (blue box) and A3 (red box). Right panel:
average buoyancy frequency field N2 (s−2). Both variables are displayed on a logarithmic
scale below the MLD. Black dotes indicate the positions of MSS profiles collected during
cruises M98, M120 and M131.

4.2 Turbulent dissipation and stratification
The average field of dissipation rate of TKE (Figure 4.4 (left)) reveals that � is typically
low in the open ocean and increases adjacent to the continental slope. Beyond boundary
interactions, namely at the slope or the surface, � is typically in the range of 10−9 to
10−8 m2/s3. Any value of � lower than 10−9 can be referenced to noise level of the mea-
surement instruments and is not further discussed in the following. Maximum values of
� are of an order of 10−6 m2/s3. The upper 60 m below the ML show increased turbulent
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dissipation which is amplified on the shelf.
The average field of buoyancy frequency N2 (Figure 4.4 (right)) reveals an increase of
N2 towards the shelf and a two layer structure in the vertical. Here, N2 reaches its
maximum of 10−3 s−2 in the upper 100 m below the ML. Below, N2 is on average of order
10−5 s−2. In addition, the layer of maximum N2, which separates the upper and the lower
stratification, lifts closer to the ML towards the Angolan shelf. I find that away from the
shelf, N2 decreases with depth. Furthermore, close to the continental slope, stratification
is lower where enhanced turbulent dissipation is found.

Figure 4.5: Left panel: profiles of 10 m depth-averaged mean dissipation rate of TKE �
(m2/s3). Right panel: profile of 10 m depth-averaged mean buoyancy frequency N2 (s−2).
For each panel, the left column represents A1, the middle column represents A2 and the
right column represents A3. Both variables are displayed on a logarithmic scale below
the MLD. Colors indicate data from different cruises M98 (yellow), M120 (red) and M131
(blue).

The segmentation of the study region into three areas A1, A2 and A3 allows for de-
scribing turbulent dissipation and stratification on the shelf and offshore more precisely
(Figure 4.5). Each area is described by a certain number of profiles: A1 contains 17 pro-
files from M120 and 7 profiles from M131, A2 contains 5 profiles from M98, 12 profiles
from M120 and 3 profiles from M131 and A3 contains 179 profiles from M98 and 4 pro-
files from M131. Using this segmentation, an increase of � from A1 to A3 can be seen
(Figure 4.5 (left)). It is important to note that although in A3 depth-averaged profiles are
computed within the upper 60 m, during M131 high turbulent dissipation was also mea-
sured here. In October 2016, turbulent dissipation increases strongly at the continental
slope which agrees with the maxima found in the averaged field displayed in Figure 4.4
(left). Enhanced � adjacent to the continental slope was also measured one year earlier
but on lower magnitude. The transition to the shelf, Figure 4.5 (left panel, right column),
reveals a distinct increase of � within the upper 60 m measured during M98 and M131.
Analysis of the 10 m depth-averaged mean profiles of N2 displays no explicit differences
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between the offshore and on-shelf areas. Supporting Figure 4.4 (right), N2 has its max-
imum at 50 m below the ML, decreases with depth and is quasi-constant offshore. In
comparison to A1, enhanced changes of N2 with depth below 150 m occur at the conti-
nental slope. During M120, N2 increases, particularly from A1 to A2 between 25 to 60 m
below the ML. Similar to the depth-averaged � profiles, N2 increases within the upper
60 m during M98.

Figure 4.6: Turbulence dissipation � over N2 below the ML from MSS data. Average field
(upper left panel), M98 (upper right panel), M120 (lower left panel) and M131 (lower right
panel). Both parameters are averaged in depth in boxes of 10 m depth and displayed on
a logarithmic scale.

The relation between � and N2 is further investigated based on the distribution of � over
N2 (Figure 4.6). Here defined surface water has buoyancy frequencies of the order 10−4

to 10−3 s−2 whereas bottom water is of lower buoyancy frequencies (10−5 to 10−4 s−2).
In contrast to M98, surface water and bottom water, displayed for M120 and M131, are
concentrated in N2. In comparison, � obtained from M98, M120 and M131, is less con-
centrated and of rates between 10−9 to 10−6 m2/s3. In addition, comparing measurements
collected during the single cruises, reveals that the number of � greater than 10−7 is highest
during M131.
The distribution of � and N2 is displayed in Figure 4.7. Distinct peaks in � at a magnitude
of 10−9 m2/s3 followed by a sharp drop off towards lower � characterize data from M120

29



CHAPTER 4. RESULTS

Figure 4.7: Normalized histogram of turbulence dissipation � (left) and of buoyancy fre-
quency N2 (right) below the ML, both displayed on a logarithmic scale. Cruises M98
(yellow), M120 (red) and M131 (blue).

and M131 (Figure 4.7 (left)). As such, distributions are right-skewed. The distribution of �

from M98 is also right-skewed but is more evenly distributed. The right panel of Figure 4.7
reveals a bimodal distribution of N2 in M131 with a higher probability at lower buoyancy
frequencies. Again, maxima of M120 and M131 are of similar probability (0.063 to 0.07)
and logarithmic buoyancy frequency (−4.6 to −4.8 s−2). In contrast, the probability of
buoyancy frequency peaks at a higher frequency, namely −4.2 s−2 (logarithmic scale), in
M98.

Vertically integrated turbulent dissipation �int (Figure 4.8) features values of 10−6 to
10−4 m3/s3 with high longitudinal variability. The computation of regular grids for each
cruise results in 26 single profiles from M98, 58 profiles from M120 and 76 profiles from
M131. The profiles from M98 overlap with 23 profiles from M131. The region offshore
(12.72◦ E to 13.3◦ E), is covered by observations from M120 and M131 with 53 overlapping
profiles. A comparison between �int from the average field (Figure 4.8, upper left panel)
with �int from the single cruises allows for an estimation of the amount of each cruise to
the average field. The region from the continental slope towards the shelf is primarily
covered from observations of M98 and M131. Here, the highest observed values occur
during M131. In contrast, offshore, M120 contributes to a large part to the averaged
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Figure 4.8: Vertically integrated turbulent dissipation �int (m3/s3) from below the ML
to 400 m along longitude (black line). Integrated �int from average field of dissipation
rate of TKE � (upper left), from M98 (upper right), from M120 (lower left) and from
M131 (lower right). The gray shading denotes the 95% confidence interval computed
from bootstrapping.

turbulent dissipation. All �int are located within the 95% confidence bounds.

To investigate the reasons for differences in dissipation between the analyzed cruises I
evaluate volume backscatter computed from vmADCP tracks which covers the same lon-
gitudinal sections displayed in Figure 4.3. In contrast to the velocity sections (Figure 4.3),
temporal resolution of the volume backscatter is equal to the original sample rate of every
minute. The higher time-resolution allows for a better description of the existence of
internal waves within the sample period. From Figure 4.9, two major regions show in-
creased volume backscatter: first, the surface layer extending down to 70 m during M120
and down to 100 m during M98 and M131. Second, a layer between 250 and 350 m depth,
linked to the daily cycle of zooplankton migration between the surface layer during night-
time and mesopelagic depth during day-time (Schnetzer and Steinberg, 2002; Kiko et al.,
2017). During M98 and M131, the upper layer of enhanced volume backscatter is tilted
downward towards the shelf and shows a disturbed interface to the layer of lower volume
backscatter. Finally, the volume backscatter of M131 shows clear differences to results
from M120, although they represent the same month but in different years.
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Figure 4.9: Volume backscatter between 13.1◦ E and 13.5◦ E computed from cruises M98
(upper panel), M120 (middle panel) and M131 (lower panel) in dB. Seabed is computed
from backscatter individual from each cruise.

4.3 Temporal variability of internal waves

Spectral analysis of the velocity time series measured at both short term moorings features
temporal differences in the velocity field. Figures 4.10 and 4.11 display the horizontal
velocity components, rotated with respect to the local shelf break by -34◦, recorded by
KPO 1168 and KPO 1207. The tidal signal is of barotropic nature (Figure 4.10, upper
panel). Apart from the semi-diurnal tide, the vertical velocity component also features
internal wave events on small temporal scales (Figures 4.12 and 4.13). These are visible as
negative and positive velocities of high amplitude compared to adjoining velocties. Twelve
different velocity time series are selected from KPO 1168 for spectral analyses between 88
and 132 m with a vertical bin size of 4 m. From KPO 1207, 8 velocity time series from 86
to 142 m with a vertical bin size of 8 m are analyzed.
Computed velocity spectra, each, represents an average velocity spectra. Therefore, the
computed spectra of each respective depth are averaged to one average spectra. This is
done for each velocity component. Figure 4.14 displays the averaged spectra of the hori-
zontal velocities. The tidal frequency of the semi-diurnal tide M2 is marked with a vertical
line in the left panel. The spectral energy, in both horizontal and vertical velocities, is
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Figure 4.10: Horizontal velocity components from the short term mooring at 11◦ S during
October/November 2015. Upper row: across-shore velocity component (m/s). Lower
row: along-shore velocity component (m/s). Black triangles mark depths of analyzed
time series selected for spectral analysis.

generally higher in the range of frequencies between 0.6 and 10 cph in June compared
to October/November. Spectral energy of the along-shore velocity component peaks at
2.56 cph in June 2018. The across-shore velocity component of the same period does not
reveal a distinct peak. In contrast, in October/November 2015, spectral energy of both
velocity components form a peak at minor energy close to the maximum frequency of
internal waves, N. As such, local maxima are at 2.51 cph in the along-shore velocity com-
ponent and at 2.23 cph in the across-shore velocity component. The displayed maximum
frequency of internal waves is an averaged value from all considered depths and equals
2.82 cph in June and 3.29 cph in October/November. The standard deviation of N, shaded
in gray, is 1.18 cph in June and 1.19 cph in October/November. Results of computed N at
each selected depth level from each considered CTD profile are displayed in Figure 4.16.
The numbers of the depth level correspond to the selected levels denoted in the velocity
section beginning close to the surface (Figures 4.10, 4.10, 4.12 and 4.13). Averages of
4 and 5 buoyancy frequency profiles are computed to obtain the maximum frequencies
NavJun and NavON respectively. It can be seen from Figure 4.16, that for both time periods
N decays with increasing depth.

Highest spectral energy computed from vertical velocities is found in June (Figure 4.15)
and it peaks at 2.04 cph. From October/November, a local maximum of lower energy

33



CHAPTER 4. RESULTS

Figure 4.11: Horizontal velocity components from the short term mooring at 11◦ S during
June 2018. Upper row: across-shore velocity component (m/s). Lower row: along-shore
velocity component (m/s). Black triangles mark depths of analyzed time series selected
for spectral analysis.

Figure 4.12: Vertical velocity component w from the short term mooring KPO 1168 at
11◦ S during October/November 2015. Black triangles mark depths of analyzed time series
selected for spectral analysis.

is present at 2.02 cph. Colorshading denotes the normalized standard deviation of the
averaged spectra, which is small at the pronounced peak in June. This indicates that
the magnitude of the pronounced peak occurs in all analyzed depths during June. The
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Figure 4.13: Vertical velocity component w from the short term mooring KPO 1207 at
11◦ S during Juni 2018. Black triangles mark depths of analyzed time series selected for
spectral analysis.

maximum frequencies NavJun and NavON are the same for the both the horizontal and
vertical velocities. Spectral analysis of horizontal and vertical velocity components reveals
enhanced energy near the maximum frequency of internal waves in both measurement
periods.
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Figure 4.14: Averaged horizontal velocity spectra from short term moorings KPO 1168
(blue) and KPO 1207 (red). Left panel: horizontal velocity spectra of full time series, 4
tapers applied. Colored lines represent thre cross-shore velocity component and the dot-
ted, colored line represents the along-shore velocity component. Black dotted vertical line
M2 denotes the tidal period of the semi-diurnal tide. Right panel: zoom in of averaged
horizontal velocity spectra, 16 tapers applied. Coding of color and line are similar to
the left panel. Vertical dashed lines denote the maximum frequency of internal waves N
for the periods October/November (NavON) and June (NavJun). Colored shading indicate
normalized standard deviation of averaged vertical spectra. Gray shading indicate stan-
dard deviation of N. Diamond-shaped hatching indicates overlapping area of standard
deviation of N from June and October/November. The unit of the frequency is cycle per
hours (cph) in both panels.
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Figure 4.15: Averaged vertical velocity spectra from short term moorings KPO 1168 (blue)
and from KPO 1207 (red). Left panel: vertical velocity spectra of full time series, 4 tapers
applied. Dotted vertical line M2 denotes the tidal period of the semi-diurnal tide. Right
panel: zoom in of averaged vertical velocity spectra, 16 tapers applied. Coding of color is
similar to the left panel. Vertical dashed lines denote the maximum frequency of internal
waves N for the periods October/November (NavON) and June (NavJun). Colored shading
indicate normalized standard deviation of averaged vertical spectra. Gray shading indicate
standard deviation of N. Diamond-shaped hatching indicates overlapping area of standard
deviation of N from June and October/November. The unit of the frequency is cycle per
hours (cph) in both panels.

37



CHAPTER 4. RESULTS

Figure 4.16: Maximum frequency N (s−1) in selected depth levels with increasing depth
for October/November 2015 (NM120) and June 2018 (NM148). Blue circles, NmM120 , and
red circles, NmM120 , represent the computed mean profiles for October/November 2015
and June 2018 respectively.
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Discussion

5.1 Seasonal variability
Temperature, salinity and velocity data recorded during research cruises of R/V Meteor
M98, M120, M131, and the Nansen program allow for a characterization of temporal vari-
ability of hydrographic sections and the flow on the Angolan shelf. In agreement with
Kopte et al. (2017) and Tchipalanga et al. (2018), warm, fresh surface water overlays cold,
saline waters in austral summer (FMA) whereas during austral winter (JJA) saline water
dominates the surface and outcropping of the 20◦ C-isotherm is observed. These observa-
tions during FMA and JJA can both be linked to downwelling and upwelling CTW events
along the coast, respectively. According to the occurrence of CTW events, observations
in ON correspond with the second CTW downwelling phase (Tchipalanga et al., 2018).
This is confirmed based on the progression of the 26.0 kg/m3-isopycnal in all periods.
Moreover, the variability observed in the velocity sections from vmADCP coincides with
descriptions of the AC variability from Kopte et al. (2017) and Tchipalanga et al. (2018).
During downwelling in October, the AC is strongest and restricted to the upper 150 m
of the watercolumn whereas it is weaker but extends to greater depth (∼250 m) during
downwelling in July. Furthermore, intraseasonal variability modulates the flow and ex-
plains the southward along-shore velocities which are higher than the mean along-shore
velocity of the AC (Kopte et al., 2017). In addition, comparing salinity observations to
mean salinity distributions along the Angolan shelf presented by Kopte et al. (2017) in-
dicates positive surface salinity anomalies which occur during M131.

Reasons for anomalous surface salinity in 2016

The most apparent reason for increased surface salinity occurent during October 2016 is a
change in surface fluxes, i.e. reduced freshwater input and enhanced evaporation. In the
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considered study area, there are two major components favoring reduced freshwater input.
These are either reduced rainfall or reduced freshwater input from the Congo River in
the north. Of course, these components can occur at the same time. Moreover, reduced
rainfall would favor reduced freshwater input from the Congo River. Using the image
tool by the NOAA/ESRL Physical Sciences Division Boulder Colorado, provided at their
website, http://www.esrl.noaa.gov/psd/ (acess date: 11/22/2018) I analyze composite
anomalies from October to November of 2015 and 2016. Here, I apply three different
variables with reference to the climatology from 1981 to 2010. Composite analysis with
data provided from Kalnay et al. (1996) shows a reduced amount of precipitable water
(kg/m2) and a reduced precipitation rate (mm/day) during 2016 compared to 2015 within
the drainage area of the Congo River and the coast of Angola. Further, precipitation data
(mm/day), provided from Adler et al. (2003), is of similar magnitude along the Angolan
coast in 2015 and 2016 but lower in precipitation in the drainage area of the Congo River.
In addition, severe droughts in mid to southeast Africa were observed as a result of El
Ninõ in 2015 to 2016 in the tropical Pacific. Given these points, a decrease in freshwater
input from the Congo River and the atmosphere may have caused anomalous surface
salinity in October 2016.
On the other hand, a shift in the period of downwelling CTW events in October could also
cause the surface salinity anomaly. The seasonal cycle off Angola is strongly determined
by upwelling and downwelling CTW events. A belated onset of a downwelling CTW,
e.g. to the end of November, would keep saline water at the surface. In consideration of
enhanced internal wave activity similar to July 2013, which is clear from volume backscat-
ter (Figure 4.9), it is likely that the upwelling CTW in October persisted longer than the
previous year. Finally, the relation of the analyzed parameters and the discussed possible
causes for the salinity anomaly in 2016 are conclusive. Therefore, it can be ruled out that
the salinity anomaly is caused by measurement errors.

5.2 Turbulent dissipation and mixing on the Angolan
shelf

Observations on microscales allow for validating the mixing processes on the Angolan
shelf. From this it is clear that strong turbulence dissipation, driving local mixing (Legg
and Adcroft, 2003; Hall et al., 2013; Lamb, 2014), is most pronounced at the continental
slope and on the shelf. Conversion of barotropic tidal flow to internal tides at high tidal
frequencies, form a source for diapycnal mixing through energy dissipation due to wave
breaking (Fer et al., 2010; Schafstall et al., 2010; Legg, 2014). Enhanced dissipation rates
of TKE up to O(10−5) m2/s−3 within the bottom layer are concentrated at stratification
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of O(10−5) s−5. Moreover, associated mixing further reduces local stratification which
facilitates mixing again (Fer et al., 2010; Legg, 2014; Lamb, 2014). In contrast, strong
near-surface stratification, as measured in 2015, prevents mixing across the pycnocline (Fer
et al., 2010). From observations in shallow water it becomes apparent that the influence
of topography and wind at the surface are difficult to isolate. As a further result, single
events of enhanced turbulent dissipation strongly modulate the total amount of turbulent
dissipation, such as in the vertically integrated turbulent dissipation �int.
Highest dissipation rates of TKE are found during M131. Moreover, dissipation rates
of TKE, hence mixing, during the upwelling CTW phase in July 2013 are smaller than
during the downwelling CTW phase in October 2016. Again, high surface salinity, reduced
near-surface stratification and a possible time shift of the CTW events in 2016 may result
in enhanced internal wave activity, favoring mixing.

Role of the continental slope

By using Etopo2, the characteristic slope at 11◦ S is mostly planar and convex at the
transition to the shelf. This implies that waves reflected at the upper slope tend to
reflect back into the open ocean and waves impinging on the planar slope below, favor
uplsope-propagation and enhanced mixing. As the slope at 11◦ S can be characterized as
subcritical, it’s geometry favors internal wave scattering on the shelf (Legg and Adcroft,
2003; Hall et al., 2013; Schafstall et al., 2010; Lamb, 2014).
Additional to the slope criticalilty, near-surface stratification plays a crucial role for inter-
nal waves transmitting onto the shelf (Hall et al., 2013). During the sampling period of
2016, near-surface stratification facilitated internal waves reaching the shelf break. Here,
areas of low stratification coinciding with high dissipation rates of TKE are reinforced
due to mixing, particularly due to onslope propagating bores (Legg and Adcroft, 2003;
Schafstall et al., 2010; Hall et al., 2013). Moreover, considering the flow measured from
vmADCP, I expect strong shear instability, turbulence and dissipation close to the con-
tinental slope during phases of stronger velocity. This is true for comparing sections
recorded during M98 and M131. Internal waves tend to break at strongest shear (Schaf-
stall et al., 2010; Lamb, 2014; Winters, 2015; MacKinnon et al., 2017). Thus, regions of
high dissipation rates of TKE, indicate regions of internal wave breaking at the slope.
Energetic internal waves of high frequencies of 2.04 cph, observed in June 2018, are of
shorter wavelength than the barotropic tide, thus likely yielding wave breaking and mix-
ing. Internal waves observed during a CTW downwelling phase in October 2015 are less
energetic. Difference in internal wave frequencies between horizontal and vertical veloc-
ity spectra may be caused by the superimposition of local effects, e.g. wave reflection.
Although no distinct internal wave events are visible within time-averaged across-shore
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velocity measured during sample periods in 2013, 2015 and 2016, volume backscatter am-
plitude within the upper 200 m during 2013 and 2016 is noteworthy. Enhanced volume
backscatter amplitude at the shelf break suggest enhanced mixing due to internal waves
during 2016 compared to 2015 and 2013.
In conclusion, the number of observations from MSS and CTD hardly cover the continental
slope. Thus, observations are rather random in case of non-continuous measurements.
Finally, spatial and temporal resolution of measurements are decisive of internal wave
resolution. In addition, temporal variability could be reduced by analyzing data from the
same years. Here analyzed temporal periods exhibit temporal gaps of minimum one year.
Nevertheless, the here presented results feature both internal waves amplifying mixing
and their temporal variability.
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Summary and outlook

Aim of this study is to relate tidally induced internal waves to mixing on the Angolan
shelf by analyzing hydrographic and velocity sections from 2013, 2015, 2016 and 2018.
Internal waves and associated mixing at topography includes rather complex mechanisms
which are not fully understood yet. These mechanisms include for example the geometry
of the generation site, wave-wave interactions, the influence of wind at the sea surface
and the depth of the considered area (Legg and Adcroft, 2003; Lamb, 2014; MacKinnon
et al., 2017). Within this study, effects of internal waves generated due to wind forcing
at the surface are minimized by excluding data from above the ML. Generation processes
of internal waves at continental slopes are of particular interest as the influence of bot-
tom friction due to sloping bathymetry modulates the flow and yield shear of the flow.
However, the influence of bottom effects represents a minor part in this study.
As barotropic tidal flow propagates toward the shallow shelf region, energy is cascading
into baroclinic tides of high vertical wavenumbers and high frequencies with horizontal
and vertical scales (Legg and Adcroft, 2003; Schafstall et al., 2010; Legg, 2014; MacKin-
non et al., 2017). Breaking of internal waves provides turbulence (Legg, 2014). At the
continental slope, internal waves yielding turbulent dissipation and mixing are more ener-
getic during upwelling CTW events and less energetic during downwelling CTW events.
Here, lower stratification adjacent to the continental slope facilitates mixing and weak-
ens near-boundary stratification. In contrast, stronger near-surface stratification during
downwelling CTW phases in March and October act to suppress internal waves from
entering onto the shelf (Fer et al., 2010).
Summing up the discussed results, I find that mixing occuring on the Angolan shelf re-
veals temporal variability which is, similar as temperature and salinty, remotely forced
by equatorial dynamics. It is enhanced during upwelling and weakend during downwellin.
Similar, internal waves generated at the continental slope are more energetic during up-
welling than during downwelling season. In addition whith weaker stratification during

43



CHAPTER 6. SUMMARY AND OUTLOOK

upwelling, tidally energy can be easily contributed to mixing on the Angolan shelf. Fur-
ther, arising variability of southward propagating CTW strongly affects variability of mix-
ing. As a consequence, equatorial dynamics are of high relevance regarding the biological
productivity on the Angolan shelf.
As discussed in Chapter 5, variability in near-surface stratification and variability in
the presence of CTW can alter internal wave activity. Observations from 2016 can be
associated with an upwelling CTW phase instead of the expected downwelling phase
(Tchipalanga et al., 2018). Analyzing additional data which cover the shelf break for
several time periods during upwelling CTW phase (July, August, January) and down-
welling CTW phase (March, April, November), could help to clearly understand mixing
appearence on the Angolan shelf. Additional data should consider hydrographic sections,
velocity sections and time series of velocities. Furthermore, another parameter to consider
is the shear of the flow, since it is a major factor for energy provided to mixing (Legg and
Adcroft, 2003; Schafstall et al., 2010; Lamb, 2014; MacKinnon et al., 2017). Nevertheless,
processes at the contiental slope are complex as they comprise scattering of waves into
many directions. This yields to generations of a number of different nonlinear motions,
e.g. internal waves but also eddy fluxes.
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Appendix A

Metadata MSS

Table A.1: Metadata of all MSS data used in this study

Cruise lon (◦) lat (◦) Date Time Depth (m) Area

M98 13.284 -10.644 07/22/2013 00:02 119.7 A2
M98 13.288 -10.641 07/22/2013 00:05 118.3 A2
M98 13.291 -10.639 07/22/2013 00:08 118.9 A2
M98 13.294 -10.637 07/22/2013 00:11 108.2 A2
M98 13.300 -10.634 07/22/2013 00:15 110.2 A2
M98 13.303 -10.632 07/22/2013 00:24 110.3 A3
M98 13.311 -10.626 07/22/2013 00:19 104.8 A3
M98 13.314 -10.624 07/22/2013 00:28 105.9 A3
M98 13.317 -10.622 07/22/2013 00:33 38.9 A3
M98 13.320 -10.620 07/22/2013 00:37 104.4 A3
M98 13.320 -10.620 07/22/2013 00:41 106.1 A3
M98 13.322 -10.619 07/22/2013 00:45 99.1 A3
M98 13.323 -10.618 07/22/2013 00:50 96.4 A3
M98 13.325 -10.616 07/22/2013 00:53 51.1 A3
M98 13.326 -10.616 07/22/2013 00:59 103.9 A3
M98 13.328 -10.615 07/22/2013 01:04 107.2 A3
M98 13.329 -10.614 07/22/2013 01:07 103.3 A3
M98 13.330 -10.613 07/22/2013 01:12 106.1 A3
M98 13.332 -10.612 07/22/2013 01:17 109.4 A3
M98 13.332 -10.612 07/22/2013 02:02 99.3 A3
M98 13.334 -10.611 07/22/2013 02:05 66.0 A3
M98 13.335 -10.610 07/22/2013 02:09 105.2 A3
M98 13.336 -10.609 07/22/2013 02:14 107.6 A3



M98 13.338 -10.608 07/22/2013 02:17 106.8 A3
M98 13.340 -10.607 07/22/2013 02:21 99.7 A3
M98 13.341 -10.606 07/22/2013 02:24 104.8 A3
M98 13.342 -10.605 07/22/2013 02:28 106.7 A3
M98 13.343 -10.605 07/22/2013 02:31 99.5 A3
M98 13.346 -10.603 07/22/2013 02:37 100.4 A3
M98 13.347 -10.602 07/22/2013 02:41 103.1 A3
M98 13.348 -10.601 07/22/2013 02:54 95.6 A3
M98 13.349 -10.600 07/22/2013 02:58 104.7 A3
M98 13.351 -10.599 07/22/2013 03:03 101.8 A3
M98 13.351 -10.599 07/22/2013 03:07 103.2 A3
M98 13.353 -10.598 07/22/2013 03:12 33.2 A3
M98 13.354 -10.598 07/22/2013 03:49 98.2 A3
M98 13.355 -10.596 07/22/2013 03:54 101.3 A3
M98 13.356 -10.596 07/22/2013 04:00 97.6 A3
M98 13.358 -10.594 07/22/2013 04:06 95.2 A3
M98 13.359 -10.594 07/22/2013 04:12 89.8 A3
M98 13.360 -10.593 07/22/2013 04:18 91.3 A3
M98 13.361 -10.593 07/22/2013 04:25 84.5 A3
M98 13.363 -10.591 07/22/2013 04:34 92.0 A3
M98 13.364 -10.591 07/22/2013 04:40 80.2 A3
M98 13.365 -10.589 07/22/2013 04:49 88.6 A3
M98 13.366 -10.589 07/22/2013 04:58 89.6 A3
M98 13.368 -10.588 07/22/2013 05:05 97.3 A3
M98 13.369 -10.588 07/22/2013 05:48 88.9 A3
M98 13.370 -10.587 07/22/2013 16:18 98.9 A3
M98 13.371 -10.586 07/22/2013 16:25 94.9 A3
M98 13.373 -10.585 07/22/2013 16:31 87.6 A3
M98 13.373 -10.584 07/22/2013 16:38 90.5 A3
M98 13.375 -10.583 07/22/2013 16:45 95.6 A3
M98 13.376 -10.583 07/22/2013 16:52 86.8 A3
M98 13.379 -10.581 07/22/2013 17:00 92.0 A3
M98 13.380 -10.580 07/22/2013 17:07 83.8 A3
M98 13.381 -10.579 07/22/2013 17:42 91.1 A3
M98 13.382 -10.579 07/22/2013 17:49 83.1 A3
M98 13.384 -10.578 07/22/2013 17:56 87.5 A3
M98 13.385 -10.577 07/22/2013 18:04 79.7 A3



M98 13.386 -10.576 07/22/2013 18:11 86.7 A3
M98 13.387 -10.575 07/22/2013 18:18 85.9 A3
M98 13.388 -10.574 07/22/2013 18:26 87.6 A3
M98 13.390 -10.574 07/22/2013 18:34 85.4 A3
M98 13.391 -10.573 07/22/2013 18:42 86.3 A3
M98 13.392 -10.572 07/22/2013 18:49 84.2 A3
M98 13.393 -10.571 07/22/2013 18:58 82.8 A3
M98 13.395 -10.570 07/22/2013 19:07 76.7 A3
M98 13.398 -10.568 07/22/2013 19:41 79.0 A3
M98 13.399 -10.567 07/22/2013 19:50 81.6 A3
M98 13.401 -10.566 07/22/2013 19:58 69.1 A3
M98 13.401 -10.566 07/22/2013 20:07 71.3 A3
M98 13.404 -10.564 07/22/2013 20:17 82.8 A3
M98 13.404 -10.564 07/22/2013 20:25 79.9 A3
M98 13.406 -10.563 07/22/2013 20:33 67.0 A3
M98 13.407 -10.562 07/22/2013 20:41 71.3 A3
M98 13.408 -10.561 07/22/2013 20:49 71.8 A3
M98 13.409 -10.561 07/22/2013 21:46 68.6 A3
M98 13.411 -10.559 07/22/2013 21:54 62.4 A3
M98 13.413 -10.558 07/22/2013 22:09 63.0 A3
M98 13.413 -10.558 07/22/2013 22:18 72.3 A3
M98 13.415 -10.556 07/22/2013 22:28 64.5 A3
M98 13.415 -10.557 07/22/2013 22:41 63.6 A3
M98 13.417 -10.555 07/24/2013 04:42 75.4 A3
M98 13.418 -10.555 07/24/2013 04:44 24.5 A3
M98 13.419 -10.554 07/24/2013 04:50 73.7 A3
M98 13.420 -10.553 07/24/2013 04:53 60.9 A3
M98 13.422 -10.552 07/24/2013 04:56 76.7 A3
M98 13.422 -10.552 07/24/2013 04:59 62.5 A3
M98 13.424 -10.551 07/24/2013 05:02 57.6 A3
M98 13.424 -10.550 07/24/2013 05:07 63.9 A3
M98 13.426 -10.550 07/24/2013 05:10 58.5 A3
M98 13.426 -10.549 07/24/2013 05:13 61.6 A3
M98 13.428 -10.547 07/24/2013 05:20 60.1 A3
M98 13.431 -10.546 07/24/2013 05:23 64.7 A3
M98 13.431 -10.546 07/24/2013 05:31 68.4 A3
M98 13.433 -10.544 07/24/2013 05:35 61.2 A3



M98 13.433 -10.544 07/24/2013 05:39 67.4 A3
M98 13.434 -10.543 07/24/2013 05:43 59.4 A3
M98 13.435 -10.543 07/24/2013 05:46 62.5 A3
M98 13.436 -10.542 07/24/2013 05:50 61.1 A3
M98 13.437 -10.542 07/24/2013 05:54 62.7 A3
M98 13.438 -10.541 07/24/2013 05:59 66.4 A3
M98 13.438 -10.541 07/24/2013 06:02 56.3 A3
M98 13.440 -10.539 07/24/2013 06:06 56.2 A3
M98 13.442 -10.538 07/24/2013 06:10 48.3 A3
M98 13.443 -10.538 07/24/2013 06:18 55.8 A3
M98 13.443 -10.537 07/24/2013 06:22 47.2 A3
M98 13.445 -10.537 07/24/2013 06:26 53.2 A3
M98 13.445 -10.536 07/24/2013 06:30 41.4 A3
M98 13.446 -10.536 07/24/2013 06:34 52.3 A3
M98 13.447 -10.535 07/24/2013 06:38 41.4 A3
M98 13.448 -10.535 07/24/2013 06:43 54.5 A3
M98 13.448 -10.533 07/24/2013 06:47 44.0 A3
M98 13.449 -10.534 07/24/2013 06:58 46.1 A3
M98 13.450 -10.532 07/24/2013 07:03 42.4 A3
M98 13.450 -10.533 07/24/2013 07:07 47.6 A3
M98 13.451 -10.533 07/24/2013 07:12 43.5 A3
M98 13.453 -10.532 07/24/2013 07:17 43.5 A3
M98 13.453 -10.530 07/24/2013 07:21 49.9 A3
M98 13.454 -10.531 07/24/2013 07:26 51.3 A3
M98 13.456 -10.529 07/24/2013 07:31 43.7 A3
M98 13.457 -10.529 07/24/2013 07:36 41.4 A3
M98 13.465 -10.523 07/24/2013 07:41 47.9 A3
M98 13.467 -10.522 07/24/2013 07:46 43.1 A3
M98 13.467 -10.522 07/24/2013 08:11 38.1 A3
M98 13.468 -10.521 07/24/2013 08:17 45.9 A3
M98 13.469 -10.521 07/24/2013 08:23 36.9 A3
M98 13.470 -10.519 07/24/2013 08:28 45.6 A3
M98 13.471 -10.519 07/24/2013 08:33 38.8 A3
M98 13.472 -10.518 07/24/2013 08:38 47.5 A3
M98 13.473 -10.518 07/24/2013 08:43 29.3 A3
M98 13.474 -10.517 07/24/2013 08:48 44.0 A3
M98 13.474 -10.517 07/24/2013 08:54 31.2 A3



M98 13.475 -10.516 07/24/2013 09:00 47.8 A3
M98 13.477 -10.516 07/24/2013 09:06 35.0 A3
M98 13.477 -10.515 07/24/2013 09:11 42.1 A3
M98 13.478 -10.515 07/24/2013 09:18 31.1 A3
M98 13.479 -10.514 07/24/2013 09:24 44.3 A3
M98 13.480 -10.514 07/24/2013 09:32 37.2 A3
M98 13.480 -10.513 07/24/2013 09:37 45.4 A3
M98 13.481 -10.513 07/24/2013 09:43 39.9 A3
M98 13.482 -10.512 07/24/2013 09:49 45.4 A3
M98 13.483 -10.512 07/24/2013 09:55 44.5 A3
M98 13.484 -10.511 07/24/2013 10:03 39.7 A3
M98 13.486 -10.510 07/24/2013 10:09 44.0 A3
M98 13.486 -10.509 07/24/2013 10:15 44.0 A3
M98 13.487 -10.509 07/24/2013 10:22 19.2 A3
M98 13.488 -10.508 07/24/2013 10:30 42.0 A3
M98 13.489 -10.508 07/24/2013 10:36 18.6 A3
M98 13.490 -10.506 07/24/2013 10:44 42.7 A3
M98 13.490 -10.507 07/24/2013 10:51 31.8 A3
M98 13.491 -10.506 07/24/2013 11:00 36.9 A3
M98 13.491 -10.505 07/24/2013 11:08 41.7 A3
M98 13.492 -10.505 07/24/2013 11:16 42.7 A3
M98 13.493 -10.504 07/24/2013 11:25 39.6 A3
M98 13.493 -10.505 07/24/2013 11:32 40.7 A3
M98 13.494 -10.504 07/24/2013 11:40 35.3 A3
M98 13.494 -10.503 07/24/2013 11:48 39.0 A3
M98 13.496 -10.502 07/24/2013 12:04 37.7 A3
M98 13.497 -10.502 07/24/2013 12:09 34.7 A3
M98 13.500 -10.500 07/24/2013 12:15 36.4 A3
M98 13.501 -10.499 07/24/2013 12:20 38.3 A3
M98 13.502 -10.498 07/24/2013 12:26 36.0 A3
M98 13.503 -10.497 07/24/2013 12:32 34.9 A3
M98 13.505 -10.496 07/24/2013 12:38 35.4 A3
M98 13.506 -10.495 07/24/2013 12:45 33.0 A3
M98 13.508 -10.494 07/24/2013 12:51 33.6 A3
M98 13.508 -10.494 07/24/2013 12:58 33.9 A3
M98 13.510 -10.493 07/24/2013 13:04 28.9 A3
M98 13.512 -10.492 07/24/2013 13:10 32.7 A3



M98 13.513 -10.491 07/24/2013 13:17 32.3 A3
M98 13.516 -10.489 07/24/2013 13:23 29.3 A3
M98 13.516 -10.489 07/24/2013 13:36 33.8 A3
M98 13.519 -10.487 07/24/2013 13:42 30.0 A3
M98 13.520 -10.486 07/24/2013 13:50 26.4 A3
M98 13.521 -10.485 07/24/2013 13:56 28.4 A3
M98 13.523 -10.484 07/24/2013 14:03 27.5 A3
M98 13.525 -10.483 07/24/2013 14:09 26.9 A3
M98 13.526 -10.483 07/24/2013 14:16 26.7 A3
M98 13.527 -10.482 07/24/2013 14:22 26.6 A3
M98 13.528 -10.481 07/24/2013 14:29 28.0 A3
M98 13.530 -10.480 07/24/2013 14:36 25.3 A3
M98 13.531 -10.479 07/24/2013 14:42 24.9 A3
M120 12.731 -11.016 10/29/2015 18:15 637.5 A1
M120 12.737 -11.011 10/29/2015 18:29 637.0 A1
M120 12.744 -11.006 10/29/2015 18:44 623.9 A1
M120 12.750 -11.001 10/29/2015 20:08 621.9 A1
M120 12.793 -10.974 10/29/2015 20:32 622.4 A1
M120 12.834 -10.944 10/29/2015 20:54 616.4 A1
M120 12.838 -10.942 10/29/2015 22:29 615.4 A1
M120 12.843 -10.938 10/29/2015 22:53 617.1 A1
M120 12.849 -10.934 10/29/2015 23:18 614.9 A1
M120 12.900 -10.901 10/30/2015 01:15 612.9 A1
M120 12.942 -10.875 10/30/2015 01:37 614.0 A1
M120 12.946 -10.872 10/30/2015 03:33 632.0 A1
M120 12.950 -10.868 10/30/2015 03:54 630.5 A1
M120 13.047 -10.805 10/30/2015 16:05 627.9 A1
M120 13.088 -10.775 10/30/2015 16:16 630.4 A1
M120 13.141 -10.740 10/30/2015 16:37 628.8 A1
M120 13.146 -10.736 10/30/2015 17:12 608.1 A1
M120 13.151 -10.733 10/30/2015 17:23 626.7 A2
M120 13.185 -10.708 10/30/2015 21:05 627.8 A2
M120 13.187 -10.707 10/30/2015 21:27 627.4 A2
M120 13.190 -10.705 10/30/2015 21:48 626.2 A2
M120 13.234 -10.678 10/31/2015 02:12 622.5 A2
M120 13.237 -10.676 10/31/2015 02:35 622.2 A2
M120 13.267 -10.656 10/31/2015 02:56 620.9 A2



M120 13.269 -10.655 10/31/2015 03:10 621.1 A2
M120 13.299 -10.637 10/31/2015 unknown 618.0 A2
M120 13.300 -10.636 10/31/2015 unknown 620.4 A2
M120 13.302 -10.634 10/31/2015 05:47 622.5 A2
M120 13.303 -10.633 10/31/2015 09:38 621.3 A2
M120 13.303 -10.632 10/31/2015 10:02 620.0 A2
M131 12.749 -11.001 11/03/2016 03:04 499 A1
M131 12.835 -10.944 11/03/2016 14:27 388 A1
M131 12.917 -10.888 11/04/2016 17:28 359 A1
M131 13.009 -10.844 11/05/2016 00:56 340 A1
M131 13.053 -10.799 11/05/2016 05:40 399 A1
M131 13.100 -10.766 11/05/2016 07:29 456 A1
M131 13.150 -10.733 11/05/2016 12:16 412 A1
M131 13.202 -10.700 11/05/2016 14:08 410 A2
M131 13.268 -10.675 11/05/2016 16:06 194 A2
M131 13.300 -10.634 11/05/2016 19:00 119 A2
M131 13.351 -10.600 11/08/2016 17:17 99 A3
M131 13.408 -10.565 11/08/2016 18:51 78 A3
M131 13.453 -10.532 11/08/2016 20:30 51 A3
M131 13.494 -10.504 11/08/2016 22:14 40 A3



Appendix B

Metadata CTD

Table B.1: Metadata of all CTD data used in this study

Cruise lon (◦) lat (◦) Date Time

M120 12.002 -11.497 10/28/2015 18:41
M120 12.375 -11.251 10/29/2015 00:30
M120 12.564 -11.124 10/29/2015 06:03
M120 12.750 -11.000 10/29/2015 13:09
M120 12.800 -10.967 10/29/2015 17:35
M120 12.850 -10.934 10/29/2015 19:38
M120 12.901 -10.900 10/29/2015 21:51
M120 12.951 -10.868 10/30/2015 00:04
M120 13.018 -10.850 10/30/2015 02:24
M120 13.050 -10.800 10/30/2015 14:09
M120 13.100 -10.767 10/30/2015 15:31
M120 13.151 -10.733 10/30/2015 19:48
M120 13.186 -10.709 10/30/2015 22:49
M120 13.190 -10.705 10/31/2015 01:08
M120 13.198 -10.693 10/31/2015 04:02
M120 13.237 -10.676 10/31/2015 08:16
M120 13.270 -10.654 10/31/2015 15:00
M120 13.304 -10.632 10/31/2015 15:57
M120 13.370 -10.586 10/31/2015 17:12
M120 13.429 -10.548 11/04/2015 15:19
M120 13.465 -10.523 11/04/2015 22:49
M131 12.251 -11.000 10/20/2016 18:05
M131 13.190 -10.712 10/27/2016 07:23



M131 12.749 -11.001 10/27/2016 17:20
M131 12.834 -10.944 10/27/2016 19:58
M131 12.916 -10.888 10/27/2016 22:27
M131 13.009 -10.844 10/28/2016 00:50
M131 13.052 -10.799 10/28/2016 02:54
M131 13.101 -10.766 10/28/2016 04:48
M131 13.150 -10.733 10/28/2016 06:49
M131 13.200 -10.701 10/28/2016 08:34
M131 13.250 -10.667 10/28/2016 10:28
M131 13.300 -10.634 10/28/2016 13:04
M131 13.350 -10.600 10/28/2016 14:30
M131 13.393 -10.569 10/28/2016 15:47
M131 13.447 -10.535 10/28/2016 17:10
M131 13.494 -10.505 10/28/2016 18:17
M148 12.500 -11.167 06/18/2018 07:31
M148 12.625 -11.083 06/18/2018 09:41
M148 12.733 -11.000 06/18/2018 20:45
M148 12.873 -10.912 06/19/2018 00:20
M148 12.979 -10.844 06/19/2018 03:25
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