
1. Introduction
Clouds in the Arctic have a multifaceted role within the Arctic climate system. Solid precipitation on sea ice 
acts as a thermal modulator by changing the surface albedo, the thermal conductivity, and the roughness 
length for momentum at the top of the sea ice, whereas precipitation into open water provides freshwater 
input to the ocean (Vihma et al., 2016). Regarding radiation from clouds in the Arctic, the surface energy 
budget (SEB) is constrained seasonally by cloud properties (Intrieri et al., 2002; Shupe & Intrieri, 2004), 
while Arctic clouds are influenced by components of the SEB, in particular the sensible heat flux (SHF), 
latent heat flux (LHF), and horizontal heat and moisture transports. Although appropriate representation 
of Arctic clouds in numerical models has remained a challenge over the previous three decades (e.g., Curry 
et al., 1996), several issues regarding their representation have been revealed through use of new satellite 
products and general circulation models. For example, these issues concern underestimation of the cloud-
top albedo, which causes positive downward shortwave radiation (SWD) model biases (English et al., 2014), 
negative cloud liquid water model biases and surface albedo adjustment to achieve a credible Arctic sea ice 
mean thickness (Kay et al., 2016), and significant intermodel differences in low-level cloud amount associ-
ated with lower tropospheric stability and cloud microphysical schemes (Taylor et al., 2019).

Abstract The presence of clouds in the Arctic regulates the surface energy budget (SEB) over the 
sea-ice surface and the ice-free ocean. Following several previous field campaigns, the cloud-radiation 
relationship, including cloud vertical structure and phase, has been elucidated; however, modeling of 
this relationship has matured slowly. In recognition of the recent decline in the Arctic sea-ice extent, 
representation of the cloud system in numerical models should consider the effects of areas covered by 
sea ice and ice-free areas. Using an in situ stationary meteorological observation data set obtained over the 
ice-free Arctic Ocean by the Japanese Research Vessel Mirai (September 2014), coordinated evaluation of 
six regional climate models (RCMs) with nine model runs was performed by focusing on clouds and the 
SEB. The most remarkable findings were as follows: (1) reduced occurrence of unstable stratification with 
low-level cloud water in all models in comparison to the observations, (2) significant differences in cloud 
water representations between single- and double-moment cloud schemes, (3) extensive differences in 
partitioning of hydrometeors including solid/liquid precipitation, and (4) pronounced lower-tropospheric 
air temperature biases. These issues are considered as the main sources of SEB uncertainty over ice-free 
areas of the Arctic Ocean. The results from a coupled RCM imply that the SEB is constrained by both 
the atmosphere and the ocean (and sea ice) with considerable feedback. Coordinated improvement of 
both stand-alone atmospheric and coupled RCMs would promote a more comprehensive and improved 
understanding of the Arctic air-ice-sea coupled system.
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Field campaigns in the Arctic have provided great opportunities for evaluating numerical models, especially 
high-resolution regional climate models (RCMs). Data from the Surface Heat Budget of the Arctic Ocean 
(SHEBA) project (Uttal et al., 2002), which was a year-long field program over the ice-covered Beaufort Sea 
during 1997–1998, were used in the Arctic Regional Climate Model Intercomparison Project (ARCMIP; 
Curry & Lynch, 2002). The ARCMIP contributed to identifying how RCMs are limited both in reproducing 
the observed SEB over sea ice and in connecting their cloud microphysics and radiation processes (Inoue 
et al., 2006; Rinke et al., 2006; Wyser et al., 2008). The model errors in the sea-ice SEB affects lower bound-
ary layer variability and is influenced by clouds and radiation (Rinke et al., 2006). The accumulated error 
of the SEB can affect the onset of melting of sea ice (Inoue et al., 2006). The reproducibility of the cloud 
phase (i.e., liquid or solid) is one of the key elements for better representation of the interactions between 
cloud and radiation (Wyser et al., 2008). More than 15 years after the ARCMIP, the Arctic Coordinated 
Regional Downscaling Experiment (Arctic CORDEX), which formed part of a wider CORDEX program 
(Giorgi et al., 2009), focused on the new state of the Arctic since the SHEBA campaign. Using data collected 
in the Arctic by a Swedish icebreaker during summer and autumn 2014, Sedlar et al. (2020) evaluated 10 
model runs from six different RCMs using different cloud parameterizations and other settings. It was con-
cluded that the distributions and errors in the representations of clouds and radiation were similar to those 
reported following the ARCMIP studies, although understanding of the processes and model development 
had only improved marginally. Despite improvement in model resolutions and physical parameterizations 
based on the latest field campaigns, determination of an essential logic with which to resolve the SEB dis-
agreements in association with clouds and radiation in RCMs remains unclear. The use of the same lateral 
boundary conditions makes model evaluation effective within the CORDEX framework. However, in the 
Arctic, surface boundary conditions also strongly affect the lower troposphere because each model treats 
ice thickness, snow depth, skin temperature, and albedo differently. Uncertainties in near-surface mete-
orological parameters and surface heat fluxes that originate from the sea-ice surface could amplify and/
or compensate each other, making it difficult to evaluate the relationship between the SEB and clouds/
radiation. Therefore, a more straightforward setup for intercomparison of RCMs is required to elucidate the 
fundamental processes that could substantially improve RCM performance.

The new state of the Arctic Ocean is characterized by the distribution of ice-covered areas and ice-free 
areas. Shipping along certain coastal routes has increased following the reduction in ice cover, for example, 
the Northern Sea Route (NSR). In navigating the NSR, skillful forecasts of both weather and sea ice are in-
dispensable. However, the predictability of the free-drift of sea ice depends heavily on the predictability of 
the atmosphere (Inoue et al., 2015; Ono et al., 2016), and uncertainty regarding surface winds influences the 
skill of wave forecasts (Nose et al., 2018). As extreme wind events associated with cyclones and the periph-
ery of anticyclonic systems can rapidly change the ocean/sea-ice states, improvements in high-resolution 
modeling and skillful atmospheric forecasts would represent fundamental advancements (Inoue,  2020). 
One of the primary scientific targets of the Arctic CORDEX was low-level cloud because visibility over the 
NSR is often reduced owing to low stratus cloud (fog). Thus, improvement in the representation of low-level 
clouds in RCMs, which has long remained a challenge, would also be an essential contribution in this field.

Sea surface temperature (SST) near the marginal ice zone is generally low owing to the input of meltwater; 
however, during late autumn, SST can be sufficiently high relative to the cold air mass advected from per-
ennial sea ice, resulting in substantial air-sea heat transfer and the formation of convective cloud (Inoue 
& Hori, 2011). In comparison with the SHEBA era, cloud base height during autumn has increased owing 
to the recent expansion of the ice-free area (Sato et al., 2012). Increased cloud base height during autumn 
has two principal effects on the sea surface energy budget (SSEB). The first is a reduction of downward 
longwave radiation (LWD) due to the decrease in temperature at the cloud bottom, which accelerates sea 
surface cooling. A change of cloud type from persistent stratus cloud to stratocumulus with reduced cover 
could also contribute to reduction in the magnitude of LWD. The second effect is the opposite of the first; 
LWD at the surface is increased because the increase in ice-free area results in more intense upward SHF 
and LHF (i.e., air mass modification), even if the cloud bottom height were elevated. This contradictory 
issue has not been comprehensively evaluated using observations or models. In addition, it could be consid-
ered that delayed onset of freezing due to the declining extent of sea ice would change the role of low-level 
clouds in the SSEB. Therefore, evaluation of the SSEB linked to clouds and radiation would be desired. For 
example, feedback processes between cloud/radiation and the SSEB could be better identified if the effect 

INOUE ET AL.

10.1029/2020JD033904

2 of 25



Journal of Geophysical Research: Atmospheres

of variability of the sea-ice surface is excluded. The thermodynamic response to the SSEB in the freezing 
season connects directly to sea-ice formation as a coupled system, which represents a developing field for 
evaluation of coupled RCMs.

The Japanese ice-strengthened Research Vessel (RV) Mirai undertook an Arctic research cruise in Sep-
tember 2014. This cruise was characterized by stationary point radiosonde and conductivity-tempera-
ture-depth observations conducted during September 7–25 at 74.75°N 162.00°W (Figure  1; Inoue,  2014; 
Inoue et al., 2018). The other meteorological observations performed around the point included radiation 
measurements and ceilometer observations. This stationary point observation data set is considered suit-
able for investigating temporal changes in the atmospheric field during the transitional period from au-
tumn to winter. It should be noted that formation and advection of sea ice were not observed during this 
period. These data have previously been used to investigate the responses of ocean turbulent mixing and 
biogeochemical processes to surface wind forcing over the ice-free area have been investigated (Kawaguchi 
et al., 2016; Nishino et al., 2019).

There are two advantages to evaluation of RCMs for the case of the ice-free situation using the data obtained 
during this cruise. The first is that there was no change in the location of the observations. The middle of 
September is a period of transition from the melting season to the freezing season, which can be seen as the 
change of sign of the SSEB. Furthermore, stationary point observations are useful for analysis of seasonal 
change not only of the surface and lower troposphere but also of the upper troposphere and lower strato-
sphere where large positive potential vorticity anomalies exist. Skillful representation of potential vorticity 
anomalies in numerical models improves the positioning and strength of Arctic cyclones (Inoue et al., 2013; 
Yamazaki et al., 2015), which can result in better representation of the SSEB through improved modeling 
of surface winds and air temperature. The second advantage is the simpler bottom boundary condition 
(i.e., the open ocean) of the RCMs that does not need to consider the response to sea-ice surface variability 
through different parameterizations among the RCMs (e.g., ice thickness, snow on the ice, albedo, and 
melt pond fraction). The presence of sea ice is a natural component of the Arctic climate system. However, 
from the perspective of evaluation of RCMs, the differences in the treatment of sea ice among the various 
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Figure 1. Position of the stationary point of the Research Vessel Mirai at 74.75°N, 162.00°W (white square). Monthly mean sea level pressure (contours), ice 
concentration (gray shading), and sea surface temperature (colored shading) for September 2014, as indicated by ERA5 reanalysis.
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RCMs mask the pure interaction between cloud/radiation and the SSEB, 
making evaluation of the cloud microphysics and radiation processes dif-
ficult. For example, among the RCMs considered in the Arctic CORDEX, 
sea-ice concentration (SIC) was prescribed by a satellite product (one 
model), ERA-Interim reanalysis data (four models), and a coupled model 
(one model). As recent evaluation of several SIC products has revealed 
that SIC in the ERA-Interim data tends to be underestimated (Nose 
et al., 2020), any resulting errors in the atmospheric parameters modeled 
by the RCMs associated with this might result in a poor comparison with 
the in situ observations (e.g., near-surface air temperature and its vertical 
structure), which are influenced by the real SIC. In fact, in the case of the 
Arctic CORDEX over the ice, the skin temperature deviates with a warm 
bias of up to 2 K among the various RCMs (Sedlar et al., 2020). The same 
type of problem would be associated with the differences in the parame-
terizations of albedo and skin temperature of sea ice.

As outlined above, the use of stationary point observation data in an ice-
free situation offers new insight into the fundamental understanding of 
the relationship between the SSEB and cloud/radiation for evaluation of 
RCMs. To investigate the temporal evolution of the SSEB associated with 
cloud characteristics, including radiation, evaluation of RCMs at a sta-

tionary point in an ice-free situation represents an ideal setup and a new approach. Therefore, this study 
evaluated the same RCMs as investigated in Sedlar et al. (2020), and used the observation data set collected 
over the ice-free Arctic Ocean at the stationary point for comparison with the results derived in an ice-cov-
ered situation.

2. Models, Experimental Setup, and Observations
2.1. RCMs and Model Experimental Setup

Detailed descriptions of the models, including relevant references, are summarized in the tables in Sedlar 
et al. (2020). This study uses the same model outputs (except for one model) as Sedlar et al. (2020), but the 
evaluation location is different. Here, only the main differences among the RCMs relevant to this study are 
highlighted. Five atmospheric RCMs (i.e., CCLM, HIRHAM5, MARv3.11, MetUM, and WRF-CU) and one 
coupled RCM (CAFS) were used in this study. It should be noted that the large-scale dynamic constraints 
and other setups are very different among the RCMs, as summarized in Table  1. CCLM was forced by 
two different boundary conditions: ERA-Interim (Dee et al., 2011; hereafter, CCLMi) and ERA5 (Hersbach 
et al., 2020; hereafter, CCLM5). HIRHAM5 produced two model outputs: one used the cloud microphysics 
scheme by Sundqvist et  al.  (1989) (hereafter, HIRHAM-v1), while the other used the scheme by Tomp-
kins  (2002) (hereafter, HIRHAM-v2). CAFS has also two model outputs: one is the baseline simulation 
(hereafter, CAFS-bsl) while the other is tuned to the autumn freeze-up (hereafter, CAFS-ini) by increasing 
the ice nucleating particles from 0.16 (CAFS-bsl) to 1.0 L−1 (CAFS-ini). The upper troposphere/stratosphere 
is nudged in the CAFS simulations, suggesting that the lower troposphere/ocean/sea ice freely evolves over 
the simulation, and by the period of this evaluation, can be significantly different from the other RCMs due 
to accumulating errors since the initialization of the simulation on July 1. As the CAFS incorporates its 
own coupled system, the observation point in the model was partially covered by sea ice (SIC: 10%–80%), 
suggesting that the SST might be expected to be lower than the observations and that the air temperature 
would have a cold bias near the surface (Figure S1 and Table 2). The modeled sea ice would also be expect-
ed to influence other SSEB components in the CAFS; however, the results from the CAFS are included in 
this paper because the cloud microphysics scheme it uses (Morrison et al., 2009) is the same as used in the 
WRF-CU (hereafter, WRF). The MARv3.9 model output used in Sedlar et al. (2020) had a bug in the spectral 
constrained for the lower stratosphere, impacting the MAR results for a large integration domain. There-
fore, the output from MARv3.11 is used in this study. The main improvements between MARv3.10 (Tedesco 
& Fettweis, 2020) and MARv3.11 (hereafter, MAR) are the inclusion of a blowing snow module (not used 
here) and a correction of the bug.
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Model PMBE PRMSE TMBE TRMSE UMBE URMSE

CAFS-bsl −0.1 1.1 −1.2 2.0 −0.2 2.1

CAFS-ini −1.2 1.6 −2.2 2.7 −0.3 1.7

CCLMi 0.7 0.9 −0.1 1.0 0.0 1.2

CCLM5 1.1 1.2 −0.2 0.8 0.1 1.3

HIRHAM-v1 0.0 0.4 −0.1 0.9 0.0 0.9

HIRHAM-v2 0.0 0.4 −0.1 0.9 0.1 1.0

MAR −1.2 1.4 −0.4 1.3 −1.4 2.0

METUM 0.0 0.4 −0.1 0.8 −0.2 1.1

WRF −0.3 1.4 −2.1 2.5 −0.8 1.6

ERA5 0.2 0.3 −0.1 0.6 −0.2 1.1

Abbreviation: RCM, regional climate model.

Table 2 
Mean Bias Errors (MBEs) and Root Mean Square Errors (RMSEs) for the 
Surface Pressure (P; hPa), Air Temperature (T; °C), and Wind Speed (U; 
m/s) Among the RCMs
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The computational advancement from the ARCMIP (Rinke et al.,  2006) can be found in the horizontal 
and vertical resolutions: horizontal resolution is finer than 25 km, except for the HIRHAM, and vertical 
resolution ranges between 40 and 70 layers, except for the MAR (24 layers). The increased number of low-
er-tropospheric layers makes it possible to better compare the vertical structure of meteorological profiles, 
including cloud properties. All RCMs have seven or more model layers below the 500-m level (the CCLM 
has the most, i.e., 12 layers).

ERA-Interim reanalysis data forced the six RCMs as lateral boundary conditions over the Arctic CORDEX 
domain (https://cordex.org/domains/region-11-arctic/; an additional run was performed using the CCLM, 
as mentioned above). The bottom boundary conditions, in particular SST, were updated daily by the ERA-In-
terim data. Similarly, the SIC was addressed in the same manner (except for CCLM, which used AMSR2 SIC 
and CAFS, which incorporated its own SIC in the coupled system). This study did not focus on the ice-cov-
ered area; however, a description of the treatment of sea ice by the RCMs is described in Sedlar et al. (2020).

Surface heat and radiation fluxes for the comparison among the RCMs and the observations were prepared 
as hourly outputs at the closest grid point of the ship as 1-h averaged variables. Other variables in the RCMs 
are instantaneous values every hour, whereas 1-h averaged values were used in the observations to reduce 
the observational spikes. Comparison was made using observations acquired from 00:00 UTC on September 
7 to 00:00 UTC on September 25, 2014, when the RV Mirai stationary point observations were performed 
(see Section 2.2). Near-surface variables for comparison with the ship observations (e.g., air temperature at 
the height of 21 m and winds at 25 m above sea level: asl) were interpolated linearly using the first two or 
three lower layers in each RCM.

2.2. Observations Over the Ice-free Chukchi Sea

During September 7–25, 2014, stationary point observations were performed onboard the RV Mirai over 
the ice-free Chukchi Sea at 74.75°N 162°W (Figure 1). The position of the ship was approximately 150 km 
from the ice edge. The Beaufort high-pressure system occasionally brought a relatively cold air mass from 
the perennial sea-ice area to the stationary point that was never covered with new ice nor drifted sea ice. 
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Model (Inst.) Name Forcing
Vertical/horizontal 

resolutions Large-scale dynamic constraints Cloud scheme Model references

CAFS (NOAA) CAFS-bsl ERA-Interim L42, ∼10 × 10 km Grid point nudging above 
500 hPa (T, U, V, Q)a

Morrison 
et al. (2009)c,d

Intrieri et al., in 
preparation 

CAFS-ini ERA-Interim L42, ∼10 × 10 km Grid point nudging above 
500 hPa (T, U, V, Q)a

Morrison 
et al. (2009)c,e

Intrieri et al., in 
preparation 

CCLM (U Trier) CCLMi ERA-Interim L60, 0.125° 
(∼15 × 15 km)

Forecast mode (reinitialized at 18 
UTC, 6-h spin-up)

Doms et al. (2013) Gutjahr and 
Heinemann (2018)

CCLM5 ERA5 L60, 0.125° 
(∼15 × 15 km)

Forecast mode (reinitialized at 18 
UTC, 6-h spin-up)

Doms et al. (2013) Gutjahr and 
Heinemann (2018)

HIRHAM5 (AWI) HIRHAM-v1 ERA-Interim L40, 0.5° 
(∼50 × 50 km)

Grid point nudging at all levels 
(T, U, V, Q)a

Sundqvist 
et al. (1989)

Sommerfeld 
et al. (2015)

HIRHAM-v2 ERA-Interim L40, 0.5° 
(∼50 × 50 km)

Grid point nudging at all levels 
(T, U, V, Q)a

Tompkins (2002) Sommerfeld 
et al. (2015)

MARv3.11 (U 
Liége)

MAR ERA-Interim L24, 25 × 25 km Spectral nudging above 8 km (T, 
U, V)b

Gallée (1995) Tedesco and 
Fettweis (2020)

MetUM (Met 
Office)

METUM ERA-Interim L70, 0.225° (∼ 
25 × 25 km)

Forecast mode (reinitialized at 00 
and 12 UTC, 12-h spin-up)

Wilson et al. (2008) Orr et al. (2014)

WRF-CU (U 
Colorado)

WRF ERA-Interim L40, 25 × 25 km Grid point nudging top 20 levels 
(T, U, V)b

Morrison 
et al. (2009)a

Powers et al. (2017)

aNudged every time step. bNudged every 6 h. cDouble moment cloud microphysics scheme. dIce nuclei concentration: 0.16 L−1. eIce nuclei concentration: 1.0 L−1.

Table 1 
Names, Abbreviations, Forcing, Vertical and Horizontal Resolutions, Large-Scale Dynamic Constraints, Cloud Microphysics Scheme of the Regional Climate 
Models Used in the Study, and Model References

https://cordex.org/domains/region-11-arctic/
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Throughout the study period, SST remained near 0°C. A detailed description of the cruise can be found in 
Inoue (2014), and the data that are free for use can be sourced at http://www.godac.jamstec.go.jp/darwin/
cruise/mirai/mr14-05/e (JAMSTEC, 2015).

In this study, the following data were used for evaluation of the output of the RCMs. A Vaisala HMP155 hu-
midity and temperature probe, together with an R. M. Young 43408 Gill aspirated radiation shield, was used 
to measure temperature and humidity on the starboard and port side of the compass deck (21-m asl). Winds 
were observed using an R. M. Young 05106 mechanical wind sensor positioned on the foremast (25-m asl).

Measurements of SWD and LWD were obtained using Eppley PSP and PIR sensors positioned on the fore-
mast (25-m asl). NOAA installed a similar (more recent calibration) radiation system on the roof of the 
navigation deck, which produced data with quality superior to that of the ship's radiometers despite occa-
sional shading by the C-band radome. It was found that the SWD data obtained by ship's PSP had a positive 
gain bias of approximately 10% and an offset value of 2.9 W/m2. Therefore, the SWD values used in this 
study were adjusted for this gain bias and offset. To calculate the upward shortwave and longwave radia-
tion (SWU and LWU, respectively), the values of sea surface albedo and emissivity were assumed as 0.055 
and 0.97, respectively, which represent typical open ocean conditions (Fairall et al., 1996). SST was moni-
tored underwater at 5-m depth using an underway surface water monitoring system. NOAA also installed 
high-frequency instruments for obtaining surface turbulent heat fluxes (e.g., a Gill Wind Master Pro model 
1561 for wind and air temperature and a LI-COR model 750 for water vapor). As the data were not acquired 
continuously owing to frequent maintenance, the data were not used in this study. Instead, estimation of 
the same fluxes based on surface meteorological data using the NOAA COARE 3.5 bulk algorithm (Edson 
et al., 2013) was used because the values of the fluxes determined by the eddy covariance method and the 
bulk method agreed well (Inoue, 2014). The flux data, including the radiation data collected by NOAA, 
are available for download from the following location: ftp1.esrl.noaa.gov/psd3/cruises/Mirai_MR14_05/
Mirai/Scientific_analysis/flux/procturb/total/ (last access on June 18 2020).

Three-hourly radiosonde launches were performed using a Vaisala DigiCORA III (ver.3.64) SPS 311 sound-
ing system, RS92-SGPD GPS radiosondes, and an ASAP auto balloon launcher. All data were fed into the 
Global Telecommunication System via the Japan Meteorological Agency immediately after each observa-
tion was completed. This means that most of reanalysis products would have assimilated those data. Cloud 
measurements were performed using HYdrometeor VIdeo Sonde (HYVIS) observations, which collected se-
quential images of cloud particles as the atmospheric profiles were obtained by the GPS radiosonde (Meisei 
RS-06G). The HYVIS transmitter has two CCD video cameras: a close-up camera and a microscopic camera. 
The size of the former (latter) is 7.00 × 5.25 mm (1.200 × 0.9 mm). The minimum particle size detectable 
is approximately 10 μm. The number of HYVIS observations conducted at the stationary point was six. To 
determine the cloud ceiling, a Vaisala ceilometer (CL51) continuously monitored the cloud base height with 
10-m vertical resolution. A scanning C-band (5,370 MHz) weather radar (Toshiba Co.) monitored precipi-
tating systems by repeating a volume scan with 17 plan position indicators (PPIs) at 6-min intervals. In this 
study, PPI data at the elevation of 21° were used to establish the presence of precipitating clouds.

ERA5 data (Hersbach et al., 2020) were also utilized as an additional reference data source (1-h product) 
because it assimilates many satellite-based brightness temperatures for cloud water, column water vapor, 
and cloud top temperature (Yao et al., 2020). In addition, ERA5 uses a prognostic microphysics scheme that 
separates cloud water, cloud ice, rain, and snow as prognostic variables (Sotiropoulou et al., 2015).

3. Results
3.1. Near-Surface Conditions

During the stationary point observation, one frontal precipitating system associated with a low pressure 
system passed on September 8 causing strong winds exceeding 15 m/s (Figures 2a–2c). After that event, 
a relatively calm situation with intermittent sunny conditions persisted under the Beaufort high pressure 
system until around September 14. The latter half of the observation period was characterized by mod-
erate-strong winds of around 10 m/s and cold air advection from the sea-ice area with low-level clouds, 
because the observation point was located at the southwestern edge of the high pressure system where the 
pressure gradient was relatively strong (Figure 1). In addition, a precipitating system extending from the 
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lower troposphere to the upper troposphere dominated during this latter period (Figure 2a). Therefore, dur-
ing the entire study period, several interesting meteorological conditions were recorded.

The synoptic variability of surface pressure is reproduced well by the RCMs (Figure 2b). Intermodel spread 
of the surface wind is within ±1  m/s (Figure  2c). A few models (e.g., MAR) tend to underestimate the 
surface wind by more than 1 m/s regardless of the synoptic variabilities, which would lead to underestima-
tion of the turbulent heat fluxes. Air temperature at 21-m height (Figure 2d) is characterized by more in-
ter-model differences in comparison with the surface pressure. For example, the CAFS and WRF both have 
significant cold bias (note that the CAFS has partial ice cover at this position). During the sunny and calm 
situations of September 11–14, some RCMs deviate by 1°C from the observations. During the latter half of 
the period, the temporal variability in air temperature is relatively small, although some positive bias is ev-
ident on September 20 (e.g., MAR). Overall, the deviations of the modeled wind and temperature from the 
observations (summarized in Table 2) are smaller than found over sea ice, as reported in Sedlar et al. (2020).

One of the main reasons for the small deviations in the surface meteorological parameters between the 
RCMs and the observations is the quasi-stationary condition of SST (Figures 3a and 3b). The relative fre-
quency distribution of SST shows that for 75% of the period SST fell within the range of 0 ± 0.5°C (Fig-
ure 3a), which is a different setup from the ice-covered condition. Skin surface temperature (i.e., no SST 
output but assumed as SST) in the RCMs also varies within the same range of 0 ± 0.5°C (Figures 3a and 
S1a) except for the coupled model (CAFS with partial ice cover), which means that the bottom boundary 
conditions for the SSEB were almost the same among the RCMs.
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Figure 3. Relative frequency distributions of (a) surface skin temperature (°C; 0.2°C bins), (b) modeled surface skin 
temperature minus observation difference (°C), (c) surface wind (m/s; 1 m/s bins), and (d) modeled surface wind speed 
minus observation difference (m/s).

Figure 2. (a) Time-height cross-section of radar reflectivity obtained by the onboard scanning weather radar (colored shading; dBZ), air temperature obtained 
by radiosondes (gray dotted contours; °C), and cloud base height obtained by the ceilometer (back line). Time series of hourly observed (black) and modeled 
(colors) (b) surface pressure (hPa), (c) wind speed (m/s) at 25 m above sea level, (d) air temperature (°C) at 21 m above sea level, (e) downward longwave 
radiation (W/m2), and (f) downward shortwave radiation (W/m2). Radar data are based on 6-min scans at elevation of 21.0° with pulse width change (long and 
short modes) at the height of approximately 2,580 m. Owing to the effects of ship mast and sea clutter, data below the height of 645 m were masked.
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3.2. Vertical Structures

The vertical structure of the mean bias errors (MBEs) and the root mean square errors (RMSEs) for air 
temperature and specific humidity are shown in Figure 4. It can be seen that the MBE in air temperature is 
slightly negative (i.e., around −0.2°C) throughout the entire troposphere in most models (Figure 4a). The 
exception is the WRF that has a large negative MBE from the surface to 875 hPa (i.e., upto −3.2°C). This 
large cold bias was also found in the ice-covered case (Sedlar et al., 2020). A moderate negative MBE in the 
lower troposphere is also found in CAFS owing to the partial ice cover described in the previous section 
and Figure S1. The altitude range of this negative MBE is different between the CAFS-bsl and CAFS-ini. 
A negative MBE throughout the mid-troposphere is produced by the MAR. Note that the MAR also has a 
much larger vertical velocity (up to three times larger) in this region compared to the other models (not 
shown). Variation in the vertical structure of the RMSE is small (i.e., within 1.5°C) in the lower troposphere 
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Figure 4. (a and b) Vertical temperature (°C) and (c and d) specific humidity (g/kg) profile statistics, where the mean 
bias error (MBE) is shown in panels (a and c) and the root mean square error (RMSE) is shown in panels (b and d). 
Model outputs and observations were interpolated linearly onto the 27 standard pressure levels. Reanalysis error 
profiles are included for ERA5 (dotted red line).
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(except for the CAFS and WRF; Figure 4b). The most significant spread 
in the RMSE is found at around 950 hPa, where low-level clouds exist. 
An additional aspect is that the vertical profiles of air temperature and 
specific humidity in most of the RCMs tend to converge towards uniform 
values at 500 hPa and above, which is the expected behavior because the 
RCMs use nudging toward the forcing data for the top half of the atmos-
phere (Table 1). The RMSE in the upper troposphere is still 0.5°C because 
the RMSE of the forcing data (ERA-Interim) is also around 0.4°C (not 
shown) which is larger than that in ERA5 (0.25°C).

In terms of specific humidity, a dry MBE can be found in some mod-
els in the lower troposphere, in particular above 850  hPa (i.e., CCLM, 
HIRHAM, and MAR; Figure  4c). It would be worth investigating the 
moisture transport from the surface through LHF and lower tropospheric 
stability (LTS) as an indicator of convective motion in the cloud layer 
(discussed later). As the two HIRHAM runs show the same MBE profiles, 
the differences in the cloud microphysics schemes are not the cause of 
the dry MBE. Comparison of the CCLM5 and CCLMi runs reveals that 
the differences in the MBE are small, suggesting that the choice of the 
lateral boundary conditions is not the source of the dry bias, although the 
positive bias above 850 hPa is reduced in CCLM5. The RMSE of specific 
humidity in the lower troposphere (Figure 4d) is generally below 0.5 g/
kg with two peaks at 925 and 830 hPa, where deviations in the heights of 
the cloud base and top might occur. Overall, as expected, the variation 
in the vertical structure of the MBE and RMSE in air temperature and 
specific humidity over the ice-free ocean is smaller than over sea ice (Sed-
lar et al., 2020). It should be noted that the sign of the MBE in specific 
humidity is opposite (i.e., negative over the open ocean and positive over 
sea ice) despite the same negative MBE in air temperature in the lower 

troposphere, suggesting that there might be differences in the behavior of cloud formation and/or precipi-
tation between the two bottom boundary conditions.

Measurements from the shipboard ceilometer during the study period showed that cloud occurrence at 
200 ± 100 m and in the surface–500-m layer was more than 40% and 80%, respectively (Figure 5), which 
means that boundary layer clouds over the open ocean were dominant. It should be noted that the frequen-
cy of occurrence of cloud lower than the 100-m ceiling was less than 20% partly. One of the reasons for the 
surface cloud-free layer was the cold air advection during the latter half of the period with stratocumulus. 
The modeled cloud base height among the RCMs, which is defined as the lowest model level at which cloud 
water/ice mixing ratio is greater than 0.01 g/kg (i.e., cloudy condition), can be categorized into two groups. 
One group has steady increase in frequency toward the sea surface (i.e., CAFS, HIRHAM, METUM, and 
WRF); the second group has peak frequency between the 200- and 500-m levels (i.e., CCLM, MAR, and 
ERA5), similar to the observations. The cold bias in air temperature in the lower troposphere in the CAFS 
and WRF (Figure 4a) is consistent with the bias in cloud ceiling in these models. However, other models 
cannot be explained by the temperature and moisture biases. This means that other processes such as the 
cloud scheme and SSEB might be responsible for determining cloud base height. An outlier in cloud base 
height is evident in the middle of the troposphere in the CCLM runs. Only ERA5 reproduces the observed 
frequency well. From the perspective of vertical resolution, higher vertical resolution near the surface does 
not always provide better representation of the cloud ceiling (e.g., MAR).

3.3. Surface Energy Fluxes

As half the period spent at the stationary point observation was nighttime, it is natural that the relative 
frequency distribution of the observed SWD is biased toward lower values (Figure 6a); however, it is worth 
considering the logarithmic slope of the frequency. The WRF fails to reproduce the cases when SWD is 
larger than 70 W/m2 partly because of its excessive simulation of optically thick low level clouds (Figure 5). 
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Figure 5. Relative frequency distribution of modeled (colored lines) and 
observed (black line) cloud base height (m). Vertical resolution is a 200-m 
bin in which each model has more than two layers within ±100 m of the 
level. Dots indicate the original model levels below the height of 500 m for 
each model.
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Figure 6. Relative frequency distributions (%) of observed (black line) and modeled (colored lines) flux components 
(W/m2): (a) downward shortwave radiation (SWD; 20 W/m2 bins), (b) downward longwave radiation (LWD; 5 W/m2 
bins), (c) sensible heat flux (SHF; 5 W/m2 bins), (d) latent heat flux (LHF; 5 W/m2 bins), and model minus observation 
relative frequency distributions of (e) SWD, (f) LWD, (g) SHF, and (h) LHF.
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The CAFS-bsl and ERA5 underestimated it at the range between 200 and 300 W/m2. On the other hand, the 
CCLMi and CCLM5 tend to overestimate SWD, in particular at the range larger than 330 W/m2. This could 
be attributed to the SWD from the less amount of cloud water, which is discussed later. The two HIRHAM 
runs, WRF, CAFS-bsl, and METUM all underestimate the occurrence of SWD values larger than around 
250 W/m2. Note that the METUM overestimates the frequency of occurrence of SWD values in the range 
100–200 W/m2, resulting in a bias of 7 W/m2 (Table 3).

The relative frequency in observed LWD becomes markedly high between 280 and 300 W/m2, accounting 
for more than half the total occurrence (Figure  6b). This means that a cloudy situation was dominant, 
which is consistent with the observational results obtained using the ceilometer (Figure 5). The lower val-
ue of LWD at around 225 W/m2 with 2% relative frequency indicates that clear-sky conditions when any 
hydrometeors mixing ratio equals zero also occurred. The relative frequency of LWD in the CCLMi has 
a maximum at 295 W/m2, which is 10 W/m2 larger than the observed peak value. Another feature of the 
CCLMi run is the second peak at around 200–210 W/m2, which indicates that the condition of a clear sky 
and/or upper-level clouds occurred frequently, although such conditions were not observed that frequently 
(the MAR has the same feature). Furthermore, the upper-cloud ceiling in the CCLM supports these results 
(Figure 5). Nevertheless, the values around 200–230 W/m2 from all the RCMs and the observations reflect 
the occurrence of some clear-sky events. The HIRHAM runs successfully reproduce the frequent LWD val-
ue at around 290 W/m2; however, the frequency is underestimated by nearly 10%. Conversely, the frequency 
is relatively high around 250–280 W/m2, which might reflect the lower temperature of the cloud bottom 
and/or a smaller amount of cloud water. Although the WRF has the two peaks around 295 and 280 W/m2, 
mainly resulted from the difference in the cloud base heights (discussed later in Figure 9a), the first peak 
(24%) was very close to the observation. The MAR underestimates the frequency in the range of 280–300 W/
m2 but overestimates it in the lower range of LWD. Solid and liquid precipitation near the surface would 
contribute to lower values of LWD (discussed later). The CAFS successfully reproduces the frequency distri-
bution of the LWD, while the METUM underestimates the higher values of the observed peak (i.e., it has a 
narrower spread), resulting in a bias of −8 W/m2 (Table 3). Overall, the performance of ERA5 is superior to 
that of the RCMs because of the many satellite-derived cloud products it assimilates (e.g., Yao et al., 2020).

Both the SHF and the LHF show heat loss from the ocean to the atmosphere (i.e., upward) during most of the 
study (∼90% of the period; Figures 6c and 6d). This means that the majority of the period could be identified 
as a well-mixed regime owing to the existence of a relatively cold and dry air mass moving from the ice-cov-
ered region to the ice-free ocean. The frequency distributions of modeled SHF and LHF show the same pat-
tern as the observations; however, a peak in the frequency of SHF is can be seen between −20 and −5 W/m2 
in half of the RCMs. The MAR overestimated the surface cooling by SHF with the peak frequency at −25 W/
m2 despite a weak wind bias (Figures 3c and 3d), while the WRF overestimated it with the peak frequency 
at −80 W/m2 by a cold temperature bias (Figure 4a). The peak frequency in the CCLM runs are different 
from each other, although both have similar biases in air temperature and winds (Figures 3c and 4a). The 
values lower than −50 W/m2 are apparent in the CAFS, CCLM, and WRF, partly due to the negative bias in 
the air temperature (Figure 4a). The peak frequency in LHF can be found between −30 and −10 W/m2. The 
CAFS runs have the peak frequency between −10 and 0 W/m2 due to the ice cover. However, most models 
also overestimated the frequency at the range smaller than −50 W/m2. Overall, the HIRHAM and METUM 
were broadly able to reproduce the observed conditions; however, it was characterized by a relatively small 
overestimate of upward LHF, and an underestimate of upward SHF, which therefore largely cancel (Table 3).

3.4. Sea Surface Energy Budget

The observed SSEB shows a general loss of heat from the sea surface (during ∼70% of the total period) with 
a peak value between −70 and −50 W/m2 (Figure 7a). This heat loss could be attributed mainly to SHF and 
LHF cooling (∼−35 W/m2 in total) and net longwave radiation (LWN; LWN = LWD − LWU = 290 − 315 = 
−25 W/m2). Surface cooling by SHF and LHF is typical over the open ocean during this season; however, the 
magnitude of LWN depends heavily on cloud status (it should be noted that SST remained almost constant 
during this period). Therefore, the degree of representation of LWN under well-mixed conditions is crucial 
for skillful prediction of the SSEB. Considering this situation, the relative frequency of the modeled SSEB 
shows that the net heat loss is a common feature in all RCMs. Most RCMs, however, overestimate the degree 
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of the net heat loss by 10–30 W/m2 throughout the entire period. Both CCLM runs tend to have a large am-
plitude of the diurnal cycle of the net heat loss throughout the entire period partly because of the positive 
bias in the SWD in the daytime (from the time series shown in Figure 7c). During daytime, overestimation 
of SWD (Figure 6a) contributes to much heat input into the ocean, while less LWD (Figure 6b) at night con-
tributes to overestimation of the net heat loss. This might be attributable to the representation of clouds. The 
WRF overestimates the net heat loss after September 16 which coincides with the occurrence of frequent 
precipitation (Figure 2a) and thus colder clouds. The frequency of a large negative difference of more than 
−50 W/m2 exceeds 50% (Figure 7b). This is derived mainly from the larger SHF and LHF (Figures 6c and 6d) 
and smaller SWD (Figure 6a) associated with the negative bias of near-surface air temperature (Figure 4a) 
and much cloudiness (Figure 5). The two HIRHAM runs match the variability of the observations reasona-
bly well, although the amplitude of the diurnal variability of the SEB is sometimes mismatched (Figure 7c).

Regarding the turn from the positive to negative daily SSEB, the amplitude of daily SWD would be a primary 
factor during this period. The observations show that the daily SSEB turned to a negative value of −20 W/m2 
on September 15 (Inoue, 2014; i.e., the onset of prefreezing indicated by the black triangle in Figure 7c). From 
this day, the daily variability of the SSEB became small, partly because of the persistent low-level clouds and 
partly because of the seasonal decrease in SWD. Half the models simulate the onset of prefreezing 1 week 
ahead. This discrepancy can be attributed to reduced SWD (i.e., CAFS and WRF), and considerable SHF and 
LHF cooling (CAFS, MAR, and WRF). On the other hand, in both CCLM runs, the onset of prefreezing is 
delayed a few days partly due to the positive bias in the SWD (Table 3). It should be noted that although the 
METUM represents SSEB reasonable well, this is attributed to compensation of errors in the energy budget 
(Figure 6), that is, the errors in SWD and LWD largely cancel (Table 3), as do the errors in SHF and LHF, so 
both the incoming radiative flux and upward turbulent flux are both correct (although for the wrong reasons).

4. Discussion
4.1. Relationship Between LWN and LTS

The heat loss from the sea surface with clouds was the prevailing situation during the latter half of the study 
period. As SWD was no longer the primary factor of the SSEB during this period, LWN (particularly LWD) 
became the primary driver determining the sign of the SSEB. The amount of LWD depends on the state of 
the boundary layer clouds that is often constrained by LTS, which is defined as the difference in equivalent 
potential temperature between two levels (Wood & Bretherton, 2006). In this study, LTS was calculated 
based on the values at 925 hPa and 21-m asl. The observed relative frequency distribution between the LWD 
and LTS recorded a maximum value in a well-mixed regime (i.e., unstable stratification where LTS < −1 K) 
with LWN in the range between −30 and −20 W/m2 (black dot in Figure 8). This situation indicates a rela-
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Model SWDMBE SWDRMSE LWDMBE LWDRMSE SHFMBE SHFRMSE LHFMBE LHFRMSE SEBMBE SEBRMSE

CAFS-bsl −13 60 −3 34 −5 20 3 12 −21 55

CAFS-ini 5 67 −9 36 −16 28 −1 12 −25 59

CCLMi 108 132 −9 31 −3 17 −7 13 19 76

CCLM5 110 134 −8 29 −5 16 −11 17 17 76

HIRHAM-v1 −8 41 −11 29 1 12 −5 10 −21 44

HIRHAM-v2 −9 32 −8 23 1 11 −5 10 −18 40

MAR 3 32 −9 26 −4 13 −5 9 −13 43

METUM 7 43 −8 24 4 10 −3 8 1 39

WRF −28 63 6 21 −25 36 −16 20 −59 81

ERA5 −7 38 0 21 1 10 −9 13 −12 37

Abbreviations: LHF, latent heat flux; LWD, downward longwave radiation; RCM, regional climate model; SEB, surface energy budget; SHF, sensible heat flux; 
SWD, downward shortwave radiation.

Table 3 
Mean Bias Errors (MBEs; W/m2) and Root Mean Square Errors (RMSEs; W/m2) for SWD, LWD, SHF, LHF, and SEB Among the RCMs
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tively cold air mass over a warm ocean (LTS is negative) with some clouds (LWD is larger than in clear-sky 
conditions; Figure  6b). Thus, LWD would be determined mainly by the cloud phase (i.e., liquid and/or 
solid), temperature of the cloud base, and cloud base height.

Both HIRHAM runs show a nearly neutral regime (−1 to 0 K) with a long-tailed LWN distribution toward 
−70 W/m2 (Figures 8f and 8g). This means that stronger longwave cooling in comparison with the observa-
tions would be attributed to less representation of boundary layer clouds (e.g., less cloud cover, less cloud 
liquid water, lower temperature of cloud base, and/or presence of an upper-cloud base). The difference 
in the cloud microphysics in the HIRHAM is found in the sharpness of the LWN frequency distribution. 
Specifically, the HIRHAM-v2 based on the Tompkins scheme has a narrow LWN range and allows for a 
few events under unstable stratification (LTS < −1 K; Figure 8g). Despite overestimation of the occurrence 
of the stable regime (LST > 0 K) in the both CCLM runs, the model reproduces the nearly neutral regime 
(−1 to 0 K in both CCLM runs) and the well-mixed regime (LST < −1 K in the CCLM5) with a smaller 
variability of LWN, that is, between −35 and −15 W/m2 (Figures 8d and 8e). The finest vertical resolution in 
the CCLM (12 layers below 500-m height; 18 layers below 1,000-m height) with finer horizontal resolution 
(0.125 × 0.125°) might contribute to better representation. The MAR (Figure 8h) is the only model that 
produces a more well-mixed regime (LTS < −2 K), which is also apparent in the observations. The peak fre-
quency and the range of LWN also agree with the observations; however, the reason would be different from 
the HIRHAM. This is because vertical motion in the MAR is more than three times of magnitude stronger 
than in the other models (figure not shown), which suggests that the MAR favors relatively unstable condi-
tions regardless of the presence of clouds. Consequently, the MAR produces much more snow than cloud 
ice (i.e., nearly zero, as discussed later). The CAFS-bsl has a narrow range of LWN with a maximum relative 

INOUE ET AL.

10.1029/2020JD033904

14 of 25

Figure 7. (a and b) The same as in Figure 6 but for the surface energy budget (SEB; W/m2; 20 W/m2 bins). (c) Time 
series of the SEB, where positive (negative) SEB values, indicate sea surface gain (loss) of energy. Each triangle in (c) 
indicates the date when the daily mean SEB first turned negative. The numbers in (a) indicate the mean SEB values 
during the period.
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Figure 8. Relative frequency distributions showing the relationship between surface net longwave radiation (LWN; W/m2) and lower tropospheric stability 
(LTS; K) for (a) observations, (b) CAFS-bsl, (c) CAFS-ini, (d) CCLMi, (e) CCLM5, (f) HIRHAM-v1, (g) HIRHAM-v2, (h) MAR, (i) METUM, (j) WRF, and (k) 
ERA5. Statistics are valid for the period from 00:00 UTC on September 7 to 00:00 UTC on September 25. The black dot in each panel indicates the place where 
the observation recorded the maximum frequency.
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frequency of 7%–10% under a nearly neutral situation (LTS > −1 K; Figure 8b). In addition, the CAFS must 
react very differently because of its own coupled system. For example, the cold bias of the air temperature 
in the lower troposphere results from the lower bias in SST (Figure 3a), while the SST is easily cooled by the 
turbulent heat fluxes (Figures 6c and 6d), presumably due to the shallow ocean mixed layer although the 
observed ocean mixed layer extended to the depth of at least 20 m (Kawaguchi et al., 2016). The increase 
in the ice nucleating particles in the CAFS-ini promotes more stable conditions with a weaker LWN–LTS 
relationship because ice clouds dominate (Figure 8c). The WRF has a cold bias in the lower troposphere; 
however, despite overestimation of the net heat loss by turbulent heat fluxes (Figures 6c and 6d), the range 
of LTS is close to neutral (Figure 8j). The relatively lower LWN (−35 W/m2) can be attributed to the lower air 
temperature at the cloud base. The METUM and ERA5 favor the neutral or stable condition (LTS > −1 K), 
although the LWN range and peak frequency are relatively consistent with the observations (Figures 8i and 

INOUE ET AL.

10.1029/2020JD033904

16 of 25

Figure 9. Time series of observed (black line) and modeled (colored lines) of (a) cloud base height (m), (b) cloud base 
temperature (°C), (c) net longwave radiation (W/m2), and (d) observed downward longwave radiation (LWD; black line, 
unit: W/m2) and LWD estimated based on the cloud base temperature ( 4

bT ; red line).
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8k). Overall, most RCMs fail to reproduce the well-mixed regime (LTS < −1 K), which is the same pattern 
revealed for the ice-covered condition (Sedlar et al., 2020).

4.2. Relationship Between Cloud Base Height/Temperature and LWD

Based on the results of the onboard ceilometer from September 16 to 21, cloud base height stays broadly 
the same with increased variability (Figure 9a), which was partly due to modification of the air mass by ad-
vection of the cold air over the relatively warm sea surface (i.e., SSEB < 0 W/m2, as seen in Figure 7c). This 
situation also coincides with an increase in precipitating clouds (Figure 2a). The period is characterized by a 
decrease in cloud base temperature (Figure 9b) and a decrease in LWD (Figure 9d). The HYVIS image taken 
at 17:35 UTC on September 18 reveals that cloud water (with a minimal amount of cloud ice) was dominant 
in the boundary layer cloud at 322 m under −4.9°C (Figure 10a: the image size is 1.2 × 0.9 mm; typical 
radius of cloud water droplets is in the range of 20–30 μm). A different situation with smaller-sized cloud 
water droplets was found at 21:48 UTC on the same day (Figure 10b). The amount of LWD estimated by 

4
bT  (where ϵ is the emissivity (= 1.0), σ is the Stefan–Boltzmann constant (= 5.67 × 10−8 W m−2 K−4), and 

Tb is the temperature at cloud base observed by the radiosondes) agrees well with the onboard measurement 
of LWD (Figures 9d and 11a: the correlation coefficient is 0.90). It suggests that the emissivity at the cloud 
base is nearly 1.0 and that cloud water dominated during the latter half of the period (September 16–21).

Cloud base height in the RCMs, which is defined as the lowest model level at which cloud water/ice mixing 
ratio is greater than 0.01 g/kg, ranges from the surface to the 600-m level during the study period (Fig-
ure 9a). The clouds in the CAFS and WRF with a cold bias in air temperature in the lower troposphere 
dominate just above the sea surface during September 18–20. After September 20, when the air temperature 
decreased to −2.5°C or below (Figure 2d), the cloud base height increased up to the 300-m level as observed. 
This well-mixed regime might break the decoupled boundary layer in the CAFS and WRF as indicated by 
the cold bias near the surface (∼925 hPa) and the warm bias aloft (∼800 hPa; Figure 4a). Although the 
planetary boundary layer (PBL) scheme is different between the CAFS (Hong et al., 2006) and the WRF 
(Nakanishi & Niino, 2006), the combination of each PBL scheme and the same cloud microphysics scheme 
(Morrison et al., 2009) might cause the decoupled boundary layer with the cold bias near the surface. In the 
CCLM, upper level clouds occasionally dominate (Figure 9a), as seen in the relative frequency in the cloud 
base height (Figure 5). This would result in underestimation of the cloud base temperature and LWN. The 
MAR slightly underestimates cloud base height by 100–200 m, resulting in the warmer cloud base temper-
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Figure 10. HYVIS images taken during 17–18 September, 2014: (a and b) in the lower troposphere near cloud base and 
(c and d) in the mid-troposphere. Air temperature and height are indicated in the lower-right corner of each panel. The 
size of each image is 1.2 × 0.9 mm.
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ature (Figure 9b). The representation of LWN in the HIRHAM-v2 is superior to that in the HIRHAM-v1 
(Figure 9c) until September 17, whereas there is frequent underestimation of cloud base temperature after 
September 19 because of the disagreement of cloud base height. The METUM overestimates cloud base 
height after September 19, resulting in a lower cloud base temperature and reduced LWD.

The high correlation between the observed LWD and estimated LWDTb  ( 4; bT ) based on cloud base temper-
ature Tb (Figure 11a) indicates that LWD is determined primarily by the temperature of the water at the bot-
tom of the cloud, as indicated by the HYVIS image (Figures 10a and 10b). This linear relationship between 
the observed LWD and LWDTb would give the first-order approximation of the cloud-radiation relationship 
for cloud water among the RCMs, although other hydrometeors (e.g., rain, snow, and graupel) in the dif-
ferent model layers might influence the LWD. The CAFS and WRF hold the LWD LWDTb  relationship in 
their system (Figures 11b, 11c, and 11j); however, a cold bias in the lower troposphere would influence the 
LWD via the lower cloud ceiling with a warmer cloud base temperature and/or additional emission from 
the overestimation of precipitation (it should be noted that the WRF has snowfall at the surface one order 
of magnitude larger than the other models: Figure 12s). Comparison of the two HIRHAM runs reveals v2 
is better than v1 in terms of the frequent occurrence of liquid or mixed-phase clouds (red and green dots 
in Figures 11f and 11g), although the relationship remains problematic for ice clouds (blue dots), suggest-
ing that the Tompkins scheme works well in maintaining the LWD LWDTb  relationship. This can be 
seen in the time-height cross-section of the modeled clouds (discussed later in Figures 12f and 12p). Both 
CCLM runs underestimate LWDTb  (Figures 11d and 11e) owing to the frequent occurrence of upper-cloud 
ice instead of lower-cloud water, as seen in Figures 5, 9a, 12c, and 12d (i.e., gray body clouds; ϵ < 1). It is 
difficult to conclude whether the forcing of the CCLM5 (i.e., ERA5) is suitable because the relationship of 
ERA5 (Figure 11k), which is in good agreement with the observations (Figure 11a), is significantly different 
from the CCLM5 (it should be noted that the CCLM5 uses ERA5 with 1-h temporal resolution, which is a 
different model setup to the CCLMi). The MAR (Figure 11h) partly reproduced the relationship; however, 
the half of events indicate that the surface LWD (280 W/m2) is smaller than the LWDTb  (290 W/m2). The 
unrealistic solid precipitation in the MAR might cause this discrepancy (discussed later in Figure 12q). The 
poor agreement between the METUM and the observations (Figure 11i) and the underestimate of LWDTb  is 
possibly because the amount of liquid clouds is typically underrepresented in METUM simulations (Gilbert 
et al., 2020), resulting in too much ice.

4.3. Partitioning Cloud Water and Ice

This section discusses the vertical differences in the fractions of cloud water and ice (Figures 12a–12t) to 
promote further understanding of the several biases elucidated in previous sections. One of the remarkable 
biases among the RCMs is the cold bias in the boundary layer in the CAFS and WRF (Figure 4a). The partial 
sea-ice cover in the CAFS might promote this temperature bias; however, a large amount of cloud water in 
the lower troposphere (Figures 12a, 12b, and 12i) would increase radiative cooling at the cloud top, resulting 
in turbulent mixing in the boundary layer and further condensation as cloud water (Inoue et al., 2005). Both 
models use the double-moment scheme (Morrison et al., 2009), which solves the mixing ratio and number 
concentration for each hydrometeor. The correlation between the modeled LWD and LWDTb  is highest 
among the RCMs (0.88 in the WRF and 0.87/0.82 in the CAFS-bls/-ini: Figures 11b, 11c, and 11j), suggesting 
that cloud-radiation interaction is reproduced better by the double-moment scheme in comparison with a 
single-moment scheme. The impact of the difference in ice nucleating particles between the CAFS-bsl and 
CAFS-ini on the evolution of cloud systems can be found after September 17 when the cold and dry air mass 
from the perennial ice dominated (Figures 12k and 12l). The cloud water in the CAFS-ini almost does not 
exist (Figure 12b). Instead of this, the cloud ice increased from the surface to the mid-troposphere.
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Figure 11. Relationships between downward longwave (LWD) radiation at the surface and that estimated based on the cloud base temperature (LWDTb ) 
for (a) observation, (b) CAFS-bsl, (c) CAFS-ini, (d) CCLMi, (e) CCLM5, (f) HIRHAM-v1, (g) HIRHAM-v2, (h) MAR, (i) METUM, (j) WRF, and (k) ERA5. 
Observation data are also indicated in each panel as gray dots. The letter r in the upper-left corner and the black dotted line in each panel represent the 
correlation coefficient and linear regression line, respectively. Different colored dots indicate the cloud phase. Statistics are valid for the period from 00:00 UTC 
on September 16 to 00:00 UTC on September 21.
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The MAR is the only model that did not produce cloud ice except for the level colder than −40°C (Fig-
ure 12q). In the microphysics scheme of the MAR, described in Gallée (1995), homogeneous freezing of 
cloud water and homogeneous deposition of water vapor to form cloud ice are only allowed in conditions 
under −40°C. Vertical velocity in the MAR is more than three times of magnitude stronger than in the other 
models, which presumably accelerates the conversion from cloud ice to snow (in fact, snow exists in the 
MAR, as indicated by the hatching in Figure 12q). Underestimation of cloudiness in the MAR has also been 
found in an experiment over Greenland (Fettweis et al., 2017). The negative wind speed bias in the lower 
troposphere (Figure 3c) might result from less radiative cooling at the cloud top and less turbulent mixing 
(including momentum).

In both CCLM runs, fewer events with persistent low-level clouds in the liquid phase were found in com-
parison with the other models (Figures 12c and 12d), although this model setup is the finest in terms of 
horizontal (15 km) and vertical (12 layers below the 400-m level) resolutions (Figure 5). The snow distribu-
tion in the CCLM (hatching in Figures 12m and 12n) would be consistent with the weather radar observa-
tions (Figure 2a); however, the conversion of cloud water to cloud ice and snow might be too strong. Sedlar 
et al.  (2020) also highlighted the possibility of failure in the interaction between the relative sparsity of 
low-level cloud ice and persistent cloud water.

Comparison of the two HIRHAM runs reveals the differences in the cloud microphysical schemes (Fig-
ures 12e, 12f, 12o, and 12p). The HIRHAM-v2 with the Tompkins scheme reproduces the cloud water near 
the sea surface more frequently as a mixed-phase cloud system. This characteristic was also found in the 
case of the ice-covered region (Sedlar et al., 2020). The other feature of this run is that mid-tropospheric 
clouds (e.g., September 16, 18–19, and 22–23) are found as supercooled cloud droplets. According to the 
HYVIS soundings at around 22:00 UTC on September 17 and 18, cloud water was detected at 2,100-m asl on 
September 17 and at 4,200-m asl on September 18 (Figures 10c and 10d). The typical cloud droplet radius 
size is 10 μm. Therefore, the HIRHAM-v2 can be considered superior to v1 in terms of reproducing cloud 
water in a cold situation (e.g., <−10°C), although the amount of cloud water is not known quantitatively.

The METUM also simulates relatively less low-level clouds in the liquid phase, consistent with its aforemen-
tioned bias in cloud phase (Gilbert et al., 2020). The time-height variability is closest to ERA5 (Figure 12j). 
Although the vertical distribution of clouds was not observed, the snow distribution in ERA5 (Figure 12t) 
throughout the entire troposphere is consistent with the weather radar observations (Figure 2a), suggesting 
that the cloud microphysics scheme and/or the assimilated satellite products perform well in representing 
ice clouds and precipitating clouds in the mid- and upper troposphere.

5. Summary
The principal issues found in this study are summarized as follows:

•  A striking result was that even in an ice-free ocean, the variability of LWD is poorly explained by the 
modeled cloud bottom characteristics (Figures 9 and 11: height, temperature, and phase). Some models 
succeeded in representing persistent boundary layer clouds with relatively small amounts of liquid water 
(i.e., HIRHAM, MAR, and METUM), while other models produced considerably more cloud water with 
a low-temperature bias in the lower troposphere (i.e., CAFS and WRF). Reduced cloud occurrence was 
also found in some cases (CCLM). Based on such variability of cloud-radiation interaction, the SSEB 
also deviated to some degree (Figure 7). In particular, situations with less cloud occurrence (CCLM), less 
cloud water amount (HIRHAM), and much heat loss by turbulent heat fluxes (CAFS, MAR, and WRF) 
were found to cause greatest discrepancy from the observations.

•  More than 80% of the observed cloud events were accompanied by a low ceiling (below 400 m) with a 
frequent peak height at 200-m asl (Figure 5). This means there is frequent occurrence of a cloud-free 
layer just above the sea surface; however, such a vertical structure is not reproduced in the RCMs, except 
in the CCLM and MAR. One of the reasons is that most models favor neutral and/or stable conditions, al-
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Figure 12. Time-height cross-sections of modeled cloud water (colors) and rain (hatching enclosed by contours; left-hand column) for (a) CAFS-bsl, (b) CAFS-
ini, (c) CCLMi, (d) CCLM5, (e) HIRHAM-v1, (f) HIRHAM-v2, (g) MAR, (h) METUM, (i) WRF, and (j) ERA5. The figures in the right-hand column (k–t) are the 
same but for cloud ice (colors) and snow (hatching enclosed by contours). Note that the CAFS, HIRHAM, and METUM did not produce outputs of rain and/or 
snow. Dotted lines indicate the air temperature.
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though the most frequently observed LWN cooling at the sea surface is in the range of −30 to −20 W/m2 
with 35% frequency under unstable stratification (Figure 8a). The CCLM5, HIRHAM-v2, and MAR were 
partly able to reproduce the relatively unstable conditions with an appropriate LWN range although the 
stronger vertical velocity in the MAR remains as an issue; the finer vertical and horizontal resolutions 
(CCLM5) or adequate cloud water representation in the lower layer (HIRHAM-v2) might contribute to 
the better representation of the LWN–LTS relationship.

•  Comparison of the two HIRHAM runs with different cloud microphysics schemes highlighted that 
cloud water is reproduced better by the Tompkins scheme used in the HIRHAM-v2 (Figure 12f). Al-
though the amount of cloud water in the lower boundary layer was smaller in comparison with that in 
the CAFS and WRF, this scheme adequately stimulated the supercooled cloud water in the mid-tropo-
sphere in a −20°C environment (Figures 10d and 12f). The other RCMs have other specific features, for 
example, absence of cloud ice (MAR), less cloud water (CCLM and METUM), considerable cloud water 
(CAFS and WRF). The conversion processes from cloud ice/water to solid/liquid precipitation might 
be responsible for these discrepancies, as well as biases in the determination of cloud phase (Furtado 
& Field, 2017). From the perspective of the moments for cloud schemes, the double-moment scheme 
(Morrison et al., 2009) applied in the CAFS and WRF was found superior in reproducing the relationship 
between LWD and cloud water characteristics (height and temperature of cloud base: Figures 9 and 11).

•  With respect to the number concentration of ice nucleating particles between the CAFS-bsl (0.16 L−1) 
and CAFS-ini (1.0 L−1), the LWN–LTS relationship was well reproduced in the CAFS-bsl (Figure 8b) 
because the cloud water has a vital role for determining the LWD in this period. However, under a colder 
situation over the ice-covered area, the CAFS-ini could simulate the clouds adequately, as reported in 
Sedlar et al. (2020). In this sense, the ice nucleating particles should be carefully tuned for the target 
seasons/locations.

•  In the METUM the partitioning of cloud water and ice is diagnosed using a single-moment scheme 
(Wilson et  al.,  2008), which typically overestimates cloud ice (Figure 12r) and underestimates cloud 
liquid (Figure 12h) (Gilbert et al., 2020) – evident in the poorly reproduced LWD LWDTb  relationship 
(Figure 8i). These biases are consistent with the findings that the METUM underestimated LWD (Fig-
ure 6b). However, it is notable that despite this the METUM also overestimated SWD (Figure 6a), which 
we speculate could be due to a deficit of supercooled liquid upper layer clouds, which can also reflect 
incoming SW (Barrett et al., 2017). Overall, the representation of SSEB (Figure 7) in the METUM was 
reasonable because the biases in downward radiation flux and upward turbulent flux more-or-less com-
pensated for each other (Table 3).

•  Despite the many differences between the CCLMi and CCLM5, it was difficult to explain why the choice 
of boundary conditions (ERA-Interim or ERA5) might have led to those differences (e.g., SWD in Fig-
ure 6a; LTS in Figures 8d and 8e; and cloud base temperature in Figure 9b). The ERA5 originally shows 
the best performance for most parameters; however, although it assimilates many satellite products re-
lated to clouds (Yao et al., 2020), the CCLM5 does not always provide better performance in comparison 
with the CCLMi. Analysis of the use of different large-scale dynamic constraints (e.g., grid point nudg-
ing) rather than the forecast mode and/or different intervals of updating the lateral boundary conditions 
(every hour for the CCLM5 and every 6 h for the CCLMi) might provide further understanding.

•  The CAFS is the only model that has its own Arctic coupled system. For example, the CAFS has a re-
markable cold bias in air temperature (Figure 4a) due to the cold bias in surface skin temperature (Fig-
ure 3a) associated with the partial ice cover (10%–80% in SIC: Figure S1). Additional condensation of 
cloud water in the lower troposphere (Figures 12a and 12b), which strengthens cloud-top radiative cool-
ing and weakens SWD at the surface, would present feedback for additional surface cooling. However, 
oceanic stratification and its variability could also affect the SST and lower troposphere. This suggests 
that once reproduction of the cloud system fails, the entire air-(ice)-sea coupled system could deviate 
considerably from reality.

•  Overall, ERA5 performs well despite the coarser horizontal and vertical resolutions than the RCMs. Data 
assimilation of satellite data might be highly useful to represent cloud-radiation relationships. More im-
portantly, the microphysics scheme in ERA5 (Forbes & Ahlgrimm, 2014) treats liquid and ice clouds sep-
arately as prognostic variables, which removes the diagnostic temperature-dependent liquid/ice phase 
split from the previous scheme (the threshold was −23°C). Therefore, this scheme increases the chance 
of the supercooled liquid cloud to exist between 0°C to −38°C. Considering the overestimation of cloud 
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water in CAFS and WRF (Figures 12a, 12b, and 12i) and underestimating them in CCLM, HIRHAM, 
MAR, and METUM (Figures 12c–h) against ERA5 (Figure 12j), there is room for improvement in repre-
senting supercooled clouds as a part of mixed-phase clouds.

6. Conclusion
Treatment of sea ice remains a critical problem regarding intercomparison of RCMs because there are many 
unique setups in each model (e.g., ice thickness, albedo, and snow depth). Conversely, the ice-free con-
dition, which is an emerging part of the new state of the Arctic Ocean, is the simplest form of boundary 
conditions for use in RCMs; however, consideration of such an approach has not yet been adopted. Based 
on this new perspective, the six coordinated RCMs with nine model runs, which form part of the Arctic 
CORDEX activities, were evaluated using in situ observations obtained by the RV Mirai over the ice-free 
ocean in September 2014. The main target of this work was the SSEB and cloud-radiation interaction. Most 
RCMs adequately reproduced the temporal evolution of basic near-surface meteorological parameters, with 
a smaller spread among the RCMs (Figure 2) than found in previous studies of the ice-covered condition; 
however, many issues associated with clouds and SSEB still exist as summarized above (e.g., cloud phase).

Ever since the ARCMIP era based on the SHEBA field campaign data (Inoue et al., 2006; Rinke et al., 2006; 
Wyser et al., 2008), representation of the Arctic cloud system in RCMs has remained a challenge. However, 
the choice of the boundary conditions (e.g., most advanced reanalyzes, satellite products), several epochal 
parameterizations for clouds and other processes, and the constant evolution of models with high-perfor-
mance computing could mark a milestone in development of the understanding of the air-ice-sea Arctic 
coupled system. The development of a standalone atmospheric model remains fundamental for estimation 
of the benchmarks of the current models, while the development of a coupled model will be critical for es-
tablishing an improved earth system model for predicting future climate change and variability. The Multi-
disciplinary drifting Observatory for the Study of Arctic Climate expedition (MOSAiC Science Plan Writing 
Team, 2016), which is a 1-year-long expedition into the central Arctic, must be a significant step toward 
attaining essential understanding of the Arctic climate system and beyond.

Data Availability Statement
The observational data used in this study can be freely available from the following web address: http://
www.godac.jamstec.go.jp/darwin/datatree/e. The integrated RCMs data set used in this study is also availa-
ble from the Arctic Data archive System (https://doi.org/10.17592/001.2020091601).
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