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A B S T R A C T

Context: In software visualization research, various approaches strive to create immersive environments by
employing extended reality devices. In that context, only few research has been conducted on the effect of
collaborative, i.e., multi-user, extended reality environments.
Objective: We present our journey toward a web-based approach to enable (location-independent) collabora-
tive program comprehension using desktop, virtual reality, and mobile augmented reality devices.
Method: We designed and implemented three multi-user modes in our web-based live trace visualization tool
ExplorViz. Users can employ desktop, mobile, and virtual reality devices to collaboratively explore software
visualizations. We conducted two preliminary user studies in which subjects evaluated our VR and AR modes
after solving common program comprehension tasks.
Results: The VR and AR environments can be suitable for collaborative work in the context of program
comprehension. The analyzed feedback revealed problems regarding the usability, e.g., readability of
visualized entities and performance issues. Nonetheless, our approach can be seen as a blueprint for other
researchers to replicate or build upon these modes and results.
Conclusions: ExplorViz’s multi-user modes are our approach to enable heterogeneous collaborative software
visualizations. The preliminary results indicate the need for more research regarding effectiveness, usability,
and acceptance. Unlike related work, we approach the latter by introducing a multi-user augmented reality
environment for software visualizations based on off-the-shelf mobile devices.
. Introduction

Visualizations are an established way to depict information, since
hey prove to be versatile in their application. As a result, software visu-
lizations (SV) are used for different visualization concerns in software
ngineering. Their applications range from visualizing results of static
ode analysis [1] to rendering dynamics such as a software systems’
untime behavior [2] and also the evolution of software systems [3,4].
s a result, the visual abstraction of complex structures and behavior
as potential to enhance the development and maintenance process of
oftware.

A requirement for this overall achievement is a tool’s capability
o support the developers’ comprehension of software, therefore de-
reasing the cognitive load during the recurring learning process [5,6].
hile this task requires around half of the developers’ time [7] and

id not significantly change in the last three decades [8], profes-
ional developers still tend to use text-based tools such as integrated
evelopment environments, web browsers, and document editors to
acilitate the comprehension [8,9]. However, the research community
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has developed different visualizations and tools to approach program
comprehension. These differ in their scope, presentation, and devices,
but overall examine how program comprehension can be facilitated via
SVs.

Recently, SV approaches employ extended reality (XR) devices com-
plementary to equipment that is common in workspace or learning
environments. XR, i.e., the umbrella term for virtual (VR), augmented
(AR), and mixed reality, strives to provide more immersive experiences.
These devices often come as combination of head-mounted displays and
controllers. Equipped with these cutting-edge input and output devices,
users are able to experience and interact with the depicted content in
new ways. Therefore, three-dimensional SVs can be seen as a good fit
for XR, despite the fact that there are varying results regarding the
effectiveness of XR for program comprehension [10–14]. Obviously,
this effectiveness depends on the usability of an XR environment.

While interactivity and the resulting usability of SVs are crucial
to realize benefits for program comprehension, both in non-XR and
XR, the collaboration with other developers also can improve program
vailable online 14 July 2022
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comprehension and enable new use case scenarios. Face-to-face com-
munication [15], collaborative development tools [16], and techniques
like pair programming [17] show promising results to facilitate pro-
gram comprehension. This can also be seen for SVs [18–21], although
there exist so far only few research works in this area.

In this paper, we present the design and implementation of col-
laboratively explorable SVs. Users can choose conventional mouse in-
teractions, common VR devices, or mobile devices to explore SVs via
standard monitors, VR, or AR, respectively. To enable this range of
interactions, we developed three complementary modes in our web-
based SV tool ExplorViz. Each mode is session-based, independent
of the collaborators’ locations, and introduces different features for
program comprehension. The collaboratively usable desktop mode of
ExplorViz introduces a presenter mode, such that one person can be in
charge of the visualization’s interaction, e.g., rotation and zoom level.
Other session members’ visualizations are then synchronized, therefore
everybody sees the same depiction, but can individually adjust details
in the software visualization. In VR, multiple users share the same
virtual space and are visible as avatars for other collaborators. Here,
visualization elements are freely placeable while being synchronized
among all users. In AR, using off-the-shelf mobile devices enables us
to provide ExplorViz’s AR visualization without the need for expen-
sive equipment. A fiducial marker-based approach is used to visualize
software systems in AR. Users can also use the same fiducial markers
next to each other in meetings, therefore enabling a new approach
to discuss about the visualized software. For all modes, we provide
a supplementary package that includes videos and images showcasing
each mode in practice [22].

We address the following research questions:

• Is a collaborative VR mode useful in the context of program
comprehension?

• Is a collaborative AR mode useful in the context of program
comprehension?

We conducted two preliminary user studies to evaluate our VR and AR
implementations. Participants emphasized that it is sometimes difficult
to read text labels and that the performance on weak mobile devices
is insufficient. However, the XR environments indicate a positive effect
on collaboration in the context of program comprehension.

Besides addressing these research questions, we report on our jour-
ney toward the web-based approach to enable (location-independent)
collaborative program comprehension using both non-XR and XR de-
vices, to impart the gained knowledge and our consequent design
decisions.

The remainder of this paper is structured as follows. Section 2
presents related work in the context of collaboratively exploring soft-
ware visualizations. As with the work in this paper, the related work
is also categorized by non-XR, VR, and AR. We then introduce the
method, the software architecture, and the basic visualizations of our
web-based tool ExplorViz in Section 3. Section 4 depicts the main con-
tribution of this paper, i.e., the design, implementation, and evaluation
of our collaboratively usable software visualization modes in ExplorViz.
We conclude this paper and present future work in Section 5.

2. Related work

In the following, we take a look at software visualization tools and
their approaches for collaboration. We first discuss non-XR collabora-
tive approaches and then proceed with examples in the realm of VR
2

and AR.
2.1. Non-XR collaboration

SourceVis [18] is a collaborative software visualization tool. It
focuses on usage scenarios with multiple co-located users who gather
around a horizontally oriented multi-touch table. SourceVis offers 13
distinct visualizations in the categories exploration, structure, and evo-
lution. Among these are the Metrics Explorer, Class Dependency View,
and System Evolution View.

The different visualizations of SourceVis are designed to be used
alongside one another. Therefore, the visualizations are displayed in
movable, resizable, and rotatable windows which might overlap with
other visualizations. MT4J1 is employed to enable multi-touch function-
alities but turns out to be time consuming for the implementation.

The results of a small qualitative user study imply that multiple
users should be able to use the software visualizations simultaneously
and that menus need to be easily accessible. In addition, the multiple
visualizations are helpful to investigate different aspects of a software
system but also can be challenging to gasp and switch between for
novice users.

As opposed to several visualizations next to each other, ExplorViz
provides a unified 3D software visualization. A variety of additional
information can be displayed in menus on demand or through a heat
map overlay [23]. ExplorViz also focuses to support collaboration in
distributed as well as co-located scenarios.

2.2. VR collaboration

Jung et al. developed a tool for the collaborative software visual-
ization in VR [21]. The visualization follows the city metaphor and
combines static and dynamic data. Therefore, in addition to the struc-
tural data in the form of houses and districts, trace data is displayed as
arcs which span from one house to another.

To increase the immersion for users, VR hardware such as the HTC
Vive or Oculus Rift is employed. In contrast to ExplorViz, users cannot
stand still and manipulate the visualization as wished but need to
move or teleport to the desired part of the visualization. This design
decision includes that the size of the user can be scaled instead of the
visualization to get an overview.

Jung et al. conducted a controlled experiment to compare their
approach to a traditional visualization using desktop computers. The
collaboration during the study is limited to the interaction between
a proband and an instructor. Thus, it remains unclear how well the
collaboration between equitable users is supported.

Overall, Jung et al. implemented a visualization approach which
bears many similarities with the VR visualization approach of Ex-
plorViz [10]. However, ExplorViz has a greater focus on offering many
collaborative features as well as options to manipulate and customize
the visualization.

2.3. AR collaboration

Henrysson et al. developed an early prototype for collaborative AR
on mobile phones [24]. They used visual markers and Nokia mobile
phones which possessed low-resolution cameras and screens. Even
though the employed hardware exhibited low performance, they were
able to implement a collaborative AR tennis game. The results of a
conducted study indicate that the use of AR on mobile devices can
enhance collaboration. ExplorViz builds upon a similar hardware setup
but with modern mobile devices to enable collaborative exploration of
software visualizations in AR.

In the field of software visualizations, IslandViz [25] is a tool which
provides visualizations for both VR and AR. For the purpose of this
subsection, we focus on its AR visualization.

1 https://github.com/mschoettle/mt4j.

https://github.com/mschoettle/mt4j
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Fig. 1. ExplorViz’ visualization perspectives. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
As the name suggests, IslandViz employs a custom metaphor to
visualize component-based software architectures. For example, the
overall software system is represented as an ocean containing several
islands representing bundles (applications).

To realize the visualization in AR, IslandViz employs the Microsoft
HoloLens as a hardware solution. The interaction with IslandViz is
realized through gestures, voice commands, and gaze actions. Exem-
plary, an ‘‘Air-Tap’’ can be performed to select bundles and bring up
additional information.

The use of Unity3D2 in combination with the Holo Lens specific
Mixed Reality Toolkit3 allows for easy sharing of application states over
multiple devices. However, there are no results for the collaborative use
of IslandViz available.

Still, IslandViz is a tool that enables users to collaboratively ex-
plore software visualizations. In contrast to ExplorViz, the visualization
approach and required hardware, as well as the employed software
technologies, differ. As opposed to a monolithic model, we provide
users with a landscape model, which gives an overview of the software
system, and application models which are suitable for a more detailed
software exploration. These models can be explored independently
from each other as they can be placed on different markers. Fur-
thermore, IslandViz uses specialized and expensive hardware for AR
whereas our approach uses widely available and affordable devices.

3. ExplorViz

ExplorViz is our web-based tool for researching software visual-
izations [26,27]. Its development commenced in 2012 as open-source
software and has gone through multiple architectural changes [28].
While ExplorViz started as a monolithic application, it is now devel-
oped as modular cloud-native software, following the twelve-factor
app methodology.4 Our current focus is to research a Software as a
Service visualization approach for collaborative program comprehen-
sion. Therefore, we utilize technologies like container orchestration
and stream processing to scale with varying workload. Most of Ex-
plorViz’ components are written in Java using the Quarkus microservice
framework.5 ExplorViz provides a dynamic software analysis approach
as source for the visualization. However, the combination of static
and dynamic analysis is beneficial and recommended [29] and will be
supported by default in future versions of ExplorViz.

2 https://unity.com/.
3 https://github.com/microsoft/MixedRealityToolkit-Unity.
4 https://12factor.net.
5 https://quarkus.io.
3

3.1. Fundamentals

To understand ExplorViz, its user-centered focus, and the multi-user
modes, one needs to understand the fundamentals of our approach in
terms of data design and functionality. Since software is nowadays of-
ten distributed, users might need or generally want to monitor multiple
distributed applications to collect the overall data for a software sys-
tem. We address these requirements by introducing so-called landscape
tokens (LT). LTs are unique identifiers that can be generated by users
in the web-based frontend of ExplorViz. They are mandatory, since
users must provide a valid LT in the instrumentation configuration for
the monitoring. Monitored applications that use the same LT, form the
overarching software landscape. This landscape is rendered by means
of a top-level visualization that contains the pooled applications, the
communication among each other, and more (see Section 3.2). Further-
more, the landscape visualization acts as entry point to more detailed
visualizations of the contained applications. Users can always gener-
ate and use multiple LTs, therefore constructing different landscapes,
e.g., two landscapes containing the same applications, but running on
different machines. A LT and the data behind it belong to a single user.
Thus, removing a LT also deletes its data.

3.2. On-screen 3D visualization

ExplorViz is developed with a web-based focus such that users can
employ off-the-shelf devices with common web browsers. As a result,
users can open the deployed Frontend to explore their monitored
software systems within our web application. For that purpose, the
ExplorViz Frontend component provides two visualizations for its users
(Fig. 1). Fig. 1(a) depicts ExplorViz’ landscape perspective. This visual-
ization is inspired by UML deployment diagrams. It is used to visualize
a software landscape, i.e., one or multiple applications which share the
same LT (see Section 3.1). In the default color scheme, applications
are rendered as blue boxes (Fig. 1(a)A). The green boxes represent
the machines on which the applications are executed (Fig. 1(a)B). Dis-
tributed traces between multiple applications are visualized by means
of orange communication lines (Fig. 1(a)C). These lines aggregate all
traces from a source to its target in the currently visualized snapshot
(see Section 3.1). The timeline at the bottom can be used to switch to
a different snapshot, hence to see the overall landscape’s execution at
another point in time (not depicted). To see which method calls are
included in those traces, therefore executed, users can proceed to open
the second visualization.

Fig. 1(b) presents ExplorViz’ application perspective. It can be ac-
cessed by clicking on an application within the landscape perspective
(Fig. 1(a)A). We use the city metaphor [30] to visualize a single
application as a three-dimensional software city. In our case, districts
represent source code packages which can be interactively opened

https://unity.com/
https://github.com/microsoft/MixedRealityToolkit-Unity
https://12factor.net
https://quarkus.io
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Fig. 2. (Simplified) ExplorViz architecture showing the involved applications/services (round-shaped boxes), their encompassing domains (blue-striped areas), and the resulting
communication flow (arrows).
or closed, hence showing their internals (Fig. 1(b)A). Buildings are
used to visualize classes which have been used during the applica-
tion’s execution (Fig. 1(b)B). A single communication line represents
a method call on one class that was executed by another class or
their instances, respectively (Fig. 1(b)C). Traces are visualized by a
set of orange communication lines and can be interactively explored
in a retractable window (not depicted). Here, users can also adjust
settings such as the used colors within the visualization or manage a
collaborative session. This is further explained in Section 4.2. Popups
show additional information for an entity when a mouse-over event is
triggered. We also provide a complementary heat map mode that users
can open to explore the runtime behavior in a different way [23].

3.3. Architecture

Fig. 2 depicts ExplorViz’ architecture. For the sake of simplicity,
databases, reverse proxies, and auxiliary software are not depicted.
Externally developed applications are depicted as green boxes, whereas
our implementations use orange boxes. We divide the functionality
of ExplorViz into three domains (areas with blue-dashed lines). Each
domain and its internal applications are self-contained, respectively,
therefore interchangeable by an implementation with the same external
interfaces. Complete domains or single applications of a domain can
run in multiple hosting solutions, e.g., two Docker environments on
separated machines. Therefore, the depicted deployment is only an
example.

ExplorViz’ Monitoring Domain handles the data collection of de-
sired applications (left of Fig. 2). It is the source for the resulting
visualizations. Currently, ExplorViz only supports dynamic analysis as
source. For that, we employ monitoring agents which handle instru-
mentation and monitoring of the observed software. Since there are
various programming languages a user’s application can be written in,
we chose the open-source OpenCensus6 library for the data exchange
with the subsequent Analysis Domain (middle of Fig. 2). We started
with a support for Java applications. However, OpenCensus and its
successor OpenTelemetry7 are highly utilized by various monitoring
agents for different programming languages.

6 https://opencensus.io/.
7 https://opentelemetry.io/.
4

For Java, the instrumentation and monitoring is handled by No-
vatec’s inspectIT Ocelot8 (left of Fig. 2). Ocelot is a Java agent that
can record method calls during an application’s execution based on
byte-code manipulation. Furthermore, it assembles execution traces
from these calls. Afterwards, the traces can be exported with ready-
to-use or user-developed exporters. We use the provided OpenCensus
exporter which forwards any assembled traces to our analysis domain.
In OpenCensus, this means that a trace is exported by individually
sending out all its method calls with associated meta information. These
so-called spans contain a unique trace identifier which can then be
used by a receiver to reconstruct the trace. Fig. 2A visualizes multiple
clients, running several applications each equipped with Ocelot (the
blue encircled A on the left in Fig. 2). Generating workload for these ap-
plications, for example by executing use cases, will trigger the described
behavior in Ocelot. Subsequently, the traces are exported in the form of
spans via gRPC by the Ocelot OpenCensus exporter. Each span contains
additional tags, which include the mandatory LT (see Section 3.1) and,
for example, the application name. All this information is then used by
the analysis domain to create the data that is visualized.

ExplorViz’ Analysis Domain receives the spans from the Monitor-
ing Domain, i.e., from the Ocelot Java agent. The Analysis Domain
mainly uses stream processing, based on Kafka Streams9 to send, re-
ceive, and analyze data between applications of this domain. These
applications are depicted in the Analysis Domain in Fig. 2. We see that
the Analysis Domain comprises four applications. The OpenCensus
Collector is an OpenCensus component.10 In our case, it acts as gateway
to the ExplorViz Analysis Domain. However, it also provides more
complex methods such as annotating or filtering spans. The collector
has ready-to-use exporters which send spans to desired receivers. We
use the collector’s Kafka receiver to forward spans from the Mon-
itoring Domain to the ExplorViz adapter service. The adapter and
the following services are built as microservices using the Quarkus
framework.

Fig. 2 shows that these services mainly communicate via Apache
Kafka, more precisely using Kafka Streams. Using Stream processing

8 https://www.inspectit.rocks.
9 https://kafka.apache.org/documentation/streams.

10 https://opencensus.io/service/components/collector.

https://opencensus.io/
https://opentelemetry.io/
https://www.inspectit.rocks
https://kafka.apache.org/documentation/streams
https://opencensus.io/service/components/collector
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enables us to easily scale out the ExplorViz Analysis Domain or only
ome of its parts, to adapt to varying workloads. The Adapter Service
alidates each incoming span. For that, it rejects spans which do not
ontain a LT or contain a non-existent LT. Each incoming span (Fig. 2B)
s then separated into structural and dynamic data for performance
mprovements. We define structural data as the fraction of a span
hat is often repeated during the applications’ execution. Examples are
he hostname, application name, and fully qualified operation name
hat spans always contain. This information is indeed repeated, when
he same methods are continuously called during the applications’
xecution. With this decomposition approach, we are able to reduce
he data volume that needs to be persisted, since we only need to
ersist one representative for each structural data entry. Dynamic data
s defined as the timing information of a called method, therefore
sed to reconstruct the traces which consist of multiple method calls.
ach instance contains a unique key that can also be found in the
elated structural data entry. This enables us to enrich the structural
nformation with their timing information.

After the decomposition into the two types of data, performed by
he Adapter Service (Fig. 2C), structural and dynamic information
re further online processed and persisted by the Landscape Service
Fig. 2D) and the Trace Service (Fig. 2E), respectively. The latter
ggregates the dynamic information of the last ten seconds to multiple
nstances of our trace representation. Furthermore, it performs a set
f reduction techniques to decrease the data volume, e.g., remove
edundant occurrences of the same trace and use a representative
nstead. The Landscape Service creates a tree representation based on
he received structural data. This is a performance improvement for the
ollowing rendering pipeline in our Frontend (usually a web browser).
oth, the Landscape and the Trace Services provide HTTP endpoints

to obtain their data.
ExplorViz’ Visualization Domain uses these endpoints to obtain the

data and finally visualize it. The main component of this domain is
the ExplorViz Frontend (Fig. 2F). It provides access to the software
visualizations and also contains the newly developed multi-user modes.
The ExplorViz Frontend runs inside of the users’ web browsers and is
erved by a web server. The Frontend updates the currently rendered
oftware visualization every few seconds. This is based on the LT of the
tructural and dynamic data that was initially generated by the user in
he Frontend component and used in the instrumentation configura-
ion (see Section 3.1). LTs are managed by the User Service of the
isualization domain (Fig. 2G). This service also propagates ‘create’ or

delete’ events of LTs to the Adapter Service, where these events are
sed to validate incoming spans. The Frontend creates a snapshot that
ncludes all traces and potential new structural information of these
ast seconds. This enables users to go back to a previous snapshot
uch that they can go back to the point in time where they stopped
xploring the visualization. Therefore, no runtime visualization is lost.
he remaining applications of the Visualization Domain are the multi-
ser services (Fig. 2H and Fig. 2I). These are explained in the upcoming
ection 4.

.4. Envisioned usage scenarios for future research

This paper reports on the first steps of our journey toward a platform
hat provides its users with powerful tools to collaboratively explore
Vs. With this approach, we research if and how collaboratively usable
Vs are useful in the context of program comprehension. While VR
nd AR devices are still in an early stage of development, we can
onetheless envision further potential usage scenarios for our approach.
ome of the following features are work in progress or depend on the
vailability of specific hardware, such as commercially available AR
lasses. However, we intend to outline our ideas, so that readers get an
verview of the potential that might come with collaborative program
5

omprehension via SV in the future. 3
biquitous software visualization. Depending on the collaboration activ-
ty, working together usually requires some prior setup to truly emerge,
.g., a set of prepared hardware and software tools or an environment
here the collaboration takes place. Our approach simplifies this setup
ith a software-as-a-service application that can be hosted in public
r private cloud environments. Users do not need to manually setup
software stack, but can use the hosted SV application instead. Vi-

ualization data is persisted, such that you do not need to reproduce
he data collection. Instead, users can traverse through time within our
pplication to comprehend their recorded data and visualizations. This
ight increase the acceptance and utilization of SVs, so that they be-

ome an alternative to text-based tools [8,9] in the comprehension task.
urthermore, we might reconsider SVs in the future as a common tool
n our development processes. For example, data collection could be
utomatically triggered from within a continuous integration pipeline
nd would not require a manual procedure.

ollaborative program comprehension via SV. A shared, ubiquitous, and
ollaboratively usable SV environment has the potential to introduce
n enhancement for educational purposes. Instead of laboriously com-
rehending source code and external documentation directly, new
evelopers might use a prepared SV that guides them through selectable
se cases and the corresponding applications, source code packages,
lasses, and method calls. The visualization details might come with
dditional information such as comments or voice recordings. Users
ight select their preferred device, e.g., desktop, VR, or AR, for this

ducation and interactively invite a supervisor if questions arise.

ollaboration with heterogeneous devices. Another potential scenario is
he usage of AR glasses in (face-to-face) meetings. Developers might
ollaboratively analyze the structure and behavior of their application
or a specific use case. Remote developers could then also join this
eeting with their desktop computer or VR equipment.

. Collaborative program comprehension

We examine collaborative program comprehension in different ways.
ach approach was designed with specific usage scenarios in mind.
herefore, they were built with an independent focus on a specific fea-
ure or purpose, but are ultimately used to research how we can explore
oftware in teams with different media. So far, we do not include a
oice chat directly in ExplorViz. However, externally provided software
s easy to obtain and use. Furthermore, our modes for collaborative
rogram comprehension currently use the same SVs that ExplorViz’ on-
creen mode uses. We might introduce new visualizations in the future.
owever, the city metaphor for instance is an often used SV for both

tatic [31] and dynamic [32] properties of software systems and proves
o be a adequate visualization approach [33].

In Section 3.2, we already introduced ExplorViz’ basic on-screen
D visualization, which has originally been designed as a single-user
ool for dynamic analysis employing the 3D city metaphor [34]. Based
n this 3D visualization, we conducted a controlled experiment with
hysical 3D-printed software cities. We recap the experience with these

physical’ visualizations in Section 4.1. Section 4.2 explains how we
sed the observations of the 3D print approach to draft our multi-
ser mode. In parallel to printing 3D objects, we also conducted a
reliminary user study for collaborative program comprehension with
irtual reality devices, as will be reported in Section 4.3. Inspired by
hese experiences with physical objects and virtual reality devices, we
evised an approach for collaborative program comprehension with
ugmented reality techniques, see Section 4.4.

.1. Physical 3D-printed software cities

Our first work in the context of collaborative program comprehen-
ion examined the use of 3D-printed software cities [35], inspired by

D printing in the manufacturing industry. We extended ExplorViz’
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Fig. 3. 3D-printed software city (334 mm wide and 354 mm deep) [35].
with the necessary functionality to export OpenSCAD11 files based on
the monitored and analyzed runtime data from applications. Of course,
such a printed 3D model of software does not visualize the dynamic
behavior, but can only show a snapshot of the runtime behavior.
Therefore, the focus of this approach was to compare the 3D print with
its on-screen counterpart.

Fig. 3 depicts a 3D print showing a runtime snapshot of the source
code analyzer PMD.12 We see that most of the source code packages are
opened, hence showing their internals, i.e., sub-packages and classes.
Furthermore, method calls have been removed. In the on-screen version
of ExplorViz, these are visualized with communication lines between
the classes (orange lines in the previous Fig. 1). Their removal is due
to the fact that we only visualize one single snapshot with the 3D print.
Therefore, we focus on the structural entities of the runtime snapshot.

We conducted a controlled experiment to compare the 3D print
with its on-screen counterpart in the context of program comprehen-
sion. In the following, we will summarize this evaluation, since it
constitutes one step in our journey toward a web-based approach to
enable collaborative program comprehension. We would like to point
the reader to the related conference paper [35] and the published
supplementary package [36] that contains all collected data including
the 112 recordings of the participant sessions.

The experiment included 112 computer science students which were
assigned in pairs to the control or experimental groups. The participa-
tion was voluntary and no compensation was received. Each group
had to solve the same five tasks. We recorded the time spent for each
task and the groups’ gesture interaction (3D print) or their screen. After
the experiment, we analyzed the correctness of the solutions. While
the 3D print group was slightly faster and more correct in two tasks
respectively, the overall results did not show significant findings on the
time spent or the correctness of solutions.

The video recordings of our controlled experiment show interesting
interactions among the probands of the 3D print groups [36]. Both
members of a group often used their fingers to point on a specific
detail of the printed software city. Overall, the interactions with the 3D
print were frequently executed by both members. The desktop groups
however used only one mouse cursor to point on details. It was of
course operated by a single member of a group. As a result, some
desktop groups reported that it occasionally was difficult to follow the
mouse cursor which was controlled by the other group member.

Despite its impairment for the collaboration due to the single-user
controls with the on-screen mode, we nevertheless see more potential

11 https://openscad.org/.
12 https://pmd.github.io.
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in virtual environments to facilitate collaborative program comprehen-
sion. These environments are far more customizable, easier to access,
and can incorporate the dynamic runtime behavior of the visualized
software system. We expect that a collaboratively usable environment
for SV exploration promotes the effectiveness of the visualization.

Another example that also profits from a collaborative use is pair
programming. While this development technique started by using a
personal computer to write and comprehend source code in teams
of two, it nowadays can also be used remotely. For that, developers
employ real-time collaboration tools to achieve a similar setup that is
comparable to the initial idea of pair programming. The advantages
include the location independence and the use of your own familiar
development environment [37]. Furthermore, advantages that result
from the initial idea of pair programming still apply, e.g., developers
can share knowledge and collaboratively device how to develop [38].

4.2. On-screen multi-user mode

Equipped with the observations of the 3D print approach, we de-
rived requirements and useful features for a multi-user mode (collabo-
rative on-screen mode) in ExplorViz.

Design. ExplorViz’ single-user on-screen mode (see Section 3.2) uses
web technologies to simplify its use. If deployed, users only need
to use their standard web browser to access a SV. We expect that
a collaborative mode that is based on an already convenient to use
counterpart should also incorporate a similar ease of use. However,
multi-user modes come with different requirements in terms of their
applicability and resilience, e.g., convenient connection establishment
and disconnections, respectively. For ExplorViz’ collaborative mode, we
decided to realize a session-based connection pool. With that, users are
able to host, join, or leave a collaborative session. Furthermore, simul-
taneous explorations are possible, since users might want to explore
different software landscapes and their included applications.

As the name implies, real-time collaboration tools broadcast events
of different users almost immediately. This affects the visibility of
collaborators and their actions, since each user will see what the others
do. In the context of ExplorViz, we identified that a user’s mouse
cursor is the primary object that is required to be broadcasted to other
collaborators. It is used as pointing device to highlight details in a
depicted visualization. However, the rotation of the software city, its
status in form of opened and closed packages, selected entities, and
the camera’s zoom level also need to be considered for a collaborative
environment. Some of these properties may easily be realized by using
multiple colors, i.e., a unique color for a user.

For example, we can implement the event of selecting a class by
coloring this class for everyone in the color of the event’s initiator.

https://openscad.org/
https://pmd.github.io
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Fig. 4. On-screen multi-user mode (with vision impairment color scheme) showing a software city and the green-colored interaction pointer of a session participant. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Unfortunately, this approach will not work with complex interactions,
which affect users’ perspectives. Broadcasting these events would, for
example, continuously change the users’ rotation of the software city,
hence impairing the usability and effectiveness. Therefore, we decided
against a real-time broadcast of those events. However, our design
considers that users can adopt another user’s perspective. Ultimately,
this results in the same outcome, but still disregards the mentioned
impairing for the usability.

With pilot testing, we observed that the users often adopt a specific
user’s perspective upon request of that user. A reoccurring question
during this process was whether all users succeeded to adopt the
perspective, such that the discussion about a visualization detail could
take place. This slow-paced procedure can work for small teams, but is
cumbersome for many participants or if someone joins the discussion
later on. To counteract this problem, our design includes a presenter
mode, whereby remaining users follow the perspective of the presen-
ter. This executive user can furthermore choose which events of the
remaining users should be broadcasted, e.g., selected entities or mouse
cursors, and pass on the presentation ability to someone else.

While the presentation ability can be forwarded, hence shared, the
data behind the visualization must always belong to a single person. In
our design, this is the initial presenter. Therefore, participants cannot
further analyze the visualized runtime behavior, unless they reproduce
the same execution for an identical application instance. We address
this problem by allowing data owners to share or grant permission to
fork a software visualization. Forking enables users to create a copy of
a visualization. This is comparable to a deep copy of the underlying
data, where users can enhance their clone with more traces. A suitable
scenario is a user who intends to compile all use cases of an application
with a cohesive data set. With this approach, the user only needs to
expand the clone with the missing use cases.

Implementation. From the viewpoint of ExplorViz’ users, our imple-
mentation seamlessly integrates in our web-based application (see Sec-
tion 3.2). For that purpose, the existing user interface (UI) was non-
intrusively extended. As a result, the new multi-user mode does not
interrupt or distract users from a currently explored software visu-
alization, but still can easily be accessed. For that, we introduced a
multi-user mode panel that can be invoked by our context menu. This
menu can be opened on standard computers with a right click, and on
mobile devices with a long press. The multi-user mode panel allows
users to host, join, or leave a collaborative session with such a single
click.
7

Fig. 2I depicts the Collab Service that realizes the near real-
time collaboration. The Collab Service is a Quarkus-powered Java
application that uses web sockets to bidirectionally exchange data with
connected clients. These clients are the web browsers of ExplorViz’
users which run the Frontend, therefore connect to the Collab Service
via a web socket. The web sockets provide the foundation to support the
simultaneous exploration. It uses sessions that users can host, join, or
leave by clicking a single button in the related Frontend’s UI context.
Client-side actions in a session such as selecting a visualized class are
then forwarded to the Collab Service, which subsequently broadcasts
this event to remaining session participants.

Fig. 4 shows the perspective of a session participant during a
collaboratively explored software visualization. We see a rendered
software application and the opened multi-user mode panel. In this
panel, all participants are depicted with their OpenID Connect13 user
name (Fig. 4A).

Next to the user names, we see a color and an eye symbol (Fig. 4B).
The color is randomly chosen and represents the used color for the
broadcasted mouse cursor of this participant (Fig. 4C). The eye symbol
is a button that applies the perspective of the related participant to the
current visualization. This facilitates communication, since the depic-
tion of a detail that is currently discussed depends on the current angle,
rotation, and package status (opened or closed) of the visualization.

4.3. VR mode

With the release of modern VR devices, we started to work on a
single-user VR mode to explore SVs in 2015 [10]. This mode used the
Oculus Rift Development Kit 1 and the Microsoft Kinect v2 sensor.
The latter is a camera-based gesture recognition device. It was used to
interact with the SV and later on replaced with VR controllers. We con-
ducted a preliminary user study with eleven computer science students
to evaluate the usability of this VR approach. While the camera-based
gesture recognition showed its drawback due to a fixed position in the
real world, we nevertheless expected potential for a beneficial use of
VR in the context of program comprehension. Therefore, we further
refactored our VR mode and designed it for collaborative use.

13 https://openid.net/connect.

https://openid.net/connect
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Design. In our experience, employing VR means that users often strug-
gle with their setup. For example, some users are impaired by the
wiring that several VR devices still require. While there are wireless
standalone alternatives that counteract this problem, not all of these
devices provide the required performance. Wireless adapters, which
convert wired devices into wireless ones, are also difficult to operate
due to their specific requirements on computer hardware. A successful
SV-related VR mode should support a wide range of head-mounted dis-
plays (HMD). Since users pose different demands on such VR devices,
we can therefore enhance the usability by supporting a user’s favorite
headset. We argue that a better usability results in more interaction
between users, since they feel more comfortable in VR when using their
desired device. As a consequence, this might affect the collaboration
while exploring SVs.

VR applications are developed in various rendering engines, there-
fore might have some unforeseen problems that only occur on some
hardware platforms. Additionally, various approaches in SV research
follow gaming practices and use gaming engines to render the depiction
and drive the connected VR devices. These engines often impose high
requirements on the executive machine, hence are not available for
everyone. Thus, our design of a collaborative VR mode should not
exclude users by presuming high performance gaming machines.

Section 4.2 introduced a user’s mouse cursor as the primary object
that is required to be propagated to other session participants in the
on-screen multi-user mode. Here, the mouse cursors act as (simple)
avatars of connected users. Using VR enables us to visualize users in
a more natural way, since we are not bounded to two-dimensional
screens that render three-dimensional objects with a two-dimensional
input device, i.e, a computer mouse. Our avatar design follows common
VR practices and depicts session participants in the form of a rendered
VR headset and its controllers. Based on pilot testing in previous
versions of the VR mode, we currently decided against the use of more
complex avatars. Human-like virtual avatars often appear as comic-
like figures, if not carefully designed. For example, the animation of
joints and limbs sometimes looks odd, which is not appropriate for
a professional environment. However, different virtual avatars may
promote the recognition of session participants and therefore might
facilitate interaction between users. For example, if a user wants to
discuss a visualization detail, we could easier find this person in the
virtual environment and consequently recognize the detail that this
person is concerned about. Our design addresses this problem in a
different way by introducing a ping feature. This helps users to find
the visualization detail that another user wants to highlight by means
of attaching a fluctuating orb to the detail. Arrows appear in the field
of view of a user, if this orb is not in her or his viewing frustum. They
indicate the direction that the user needs to face to find the fluctuating
orb. Additionally, each controller is equipped with a virtual laser beam
that is used to select or open and to ping visualization details. This
beam is also visible to the other session participants and once more
helps to find a visualization detail that other users refer to.

Our design not only deals with the collaborative exploration of SVs,
but also with the way users can collaboratively build the surrounding
environment. Therefore, it has a different focus on collaboration than
the on-screen multi-user mode (see Fig. 4). ExplorViz’ users share
the same space in VR. We utilize this property such that users are
allowed to open multiple applications of the underlying landscape (see
Section 3.1) and explore their chosen application in a free area of
the shared environment. Other session participants can freely walk
and teleport in the shared environment, therefore seamlessly join a
discussion of a different application. Additionally, every user can freely
stick information windows anywhere in the shared space. These are
similar to the on-screen versions, but are not limited in their number
and position. This allows users to easily share information, while
8

independently exploring the visualization.
Implementation. A collaboratively usable VR mode for SVs should not
exclude users by requiring highly performant gaming machines or the
use of specific devices. Our implementation addresses this by utilizing
the Three.js14 library and the WebXR API15 as rendering engine and

R driver, respectively. Due to their origin as web technologies, both
re optimized for less performant devices. Three.js is already in use for
xplorViz’ on-screen modes (see Sections 3.2 and 4.2), hence allowing
s to rebuild a familiar visualization in VR. WebXR is an API that is
ncluded in recent versions of standard web browsers. It is natively
upported by Three.js and allows the use of connected XR devices for
eb content. Users can employ outside-in tracking, e.g., full-size room-

cale VR environments, and inside-out tracking that is for example
sed by the Oculus Rift S. Furthermore, standalone devices such as
he Oculus Quest 2 or smartphones equipped with VR headsets also
upport WebXR. Overall, WebXR supports a vast amount of VR and AR
eadsets, therefore allowing users to use their favorite device. Equipped
ith these technologies, our VR mode can still run inside of a browser

uch as Mozilla Firefox or Google Chrome and does not require any
urther software. It is still part of ExplorViz’ Frontend and can be used
ithin the same deployed instance by means of a single click.

Fig. 2 depicts the XR Collab Service with the architecture of Ex-
lorViz. This microservice provides the backend functionality to host,
oin, or leave a collaborative VR session. Furthermore, it acts as broad-
aster to propagate events between clients that attend the same session.
verall, it is developed similar to its on-screen counterpart (see Sec-

ion 3.2), but uses different events because of the three-dimensionality
n VR.

Fig. 5 shows a screenshot of our collaborative VR mode from the
iewpoint of a session user. We use 3D objects of VR HMDs and
ontrollers to depict session participants (Fig. 5A). Examples for sticky
nformation windows are shown in Fig. 5B. We also see an imple-
entation of the ping feature. Fig. 5C depicts the fluctuating orb that

s used by the same colored (red) session participant to highlight a
etail in a visualized software city. The purple arrow points to another
rb of a different participant (Fig. 5D). Users can adjust their settings
uch as their virtual height via a head-up menu (not depicted). This
enu can also be used for session management or to select a different

isualization snapshot (see Section 3.1). If selected, the latter may
esult in re-layouting of the underlying landscape visualization (Fig. 5F)
nd its currently opened software cities (Fig. 5G).

valuation. We conducted a pilot user study to evaluate the usability
f our collaborative VR mode. In the following, we will summarize
his evaluation, since it constitutes one step in our journey toward a
eb-based approach to enable collaborative program comprehension.
e would like to point the reader to the related thesis [39] and the

ublished supplementary package [40] that provides the results and
he material to reproduce the study.

For that, 24 subjects were invited to test this mode. The partici-
ation was voluntary and no compensation was received. The twelve
esulting teams of two were comprised of nine computer science stu-
ents, eight computer science researchers or PhD candidates, and seven
rofessional developers. Teams were freely chosen. Therefore, most of
he team members already knew each other and worked together. We
sed different rooms to physically separate all participants and mimic
remote way of working. All subjects used a headset to communicate
ith their respective team member via an externally provided voice

hat. Regarding VR devices, we employed the HTC Vive Pro (1440 𝑥
600 pixels per eye) and Oculus Rift (1080 𝑥 1200 pixels per eye).

The user study started with a preparation phase that explained the
o-be explored software system CoCoMe.16 Furthermore, all subjects

14 https://threejs.org.
15 https://immersiveweb.dev.
16 https://github.com/cocome-community-case-study/cocome-cloud-jee-

platform-migration.

https://threejs.org
https://immersiveweb.dev
https://github.com/cocome-community-case-study/cocome-cloud-jee-platform-migration
https://github.com/cocome-community-case-study/cocome-cloud-jee-platform-migration
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Fig. 5. Multi-user VR mode from the viewpoint of a session user. The purple arrow indicates that another session participant wants to highlight a detail that lies outside of the
view. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
were asked to answer personal information by means of a question-
naire. After that, we continued with a training phase such that all
subjects were able to familiarize theirselves with the VR environment.
This included the recognition of the other session participant in VR as
well as visualization and interaction features, e.g., using the laser beam
or moving along in the VR space. In the subsequent assignment phase,
all teams were asked to solve seven program comprehension tasks.
These tasks were categorized in the form of structural and dynamical
comprehension and were sorted by the task’s difficulty. They were
solved in the context of a single visualized snapshot of the runtime
behavior (see Section 3.1) of CoCoMe. The debriefing phase was the
final step of the user study. Here, we asked all subjects for feedback
in terms of, e.g., the perceived task difficulty and the usefulness of
collaboratively comprehending software in their opinion.

The results of the assignment and debriefing phase as well as our
observations during the study’s execution were used to answer our first
research question, i.e., is a collaborative VR mode useful in the context
of program comprehension? The provided feedback for the perceived
usefulness of the collaboration aspect had to be answered for each task.
The mean values indicate that the collaboration in VR was helpful. We
noted a correlation between the usefulness and the difficulty of a task.
This might indicate that increasing complexity promotes collaboration.
However, as the time passed during the study, subjects might have
become more experienced and familiar with the overall VR experience
and their team member. Therefore, previous personal obstacles might
have vanished as the time went by. Regardless of the reason, we
conclude that our VR mode is useful to collaboratively comprehend
software. This is supported by the high correctness of the given answers
and the average agreement that our VR mode promotes communication
as well as interaction. The latter activities were frequently observed by
us in the assignment phase. For example, subjects used the selection
feature to highlight a detail in the visualization. With the awareness of
the other team member, which was also positively rated, this feature
set seemingly facilitated the collaboration.

The results and observations indicate that our VR environment can
be helpful for collaborative work in the context of program comprehen-
sion. However, more research is required to reliably answer our second
research question. We used the preliminary VR user study to gather first
qualitative feedback from a small set of probands. After a refinement
phase based on the qualitative results, we will compare each mode
based on quantitative results, e.g., via controlled experiments [41].
9

Threats to validity. One threat to validity that might have influenced
our results is the number of subjects. However, 24 participants should
be sufficient for a qualitative pilot user study. A higher number of
participants might yield more reliable results.

Another potential threat are performance problems that were men-
tioned in the feedback phase. We expect that we can counteract this
problem with a higher computing power and using the newest, po-
tentially more powerful, devices. Our employed machines only used
graphic cards that represent the minimum requirements for VR at that
time.

We communicated orally with all subjects during the assignment
phase to read out the tasks. Misunderstandings might have influenced
the results. We expect that a textual task representation inside of the
VR space could be more suitable, despite the fact that the conductors
repeated the tasks if a subject did not hear it well enough.

4.4. AR mode

As described in the previous section, the integration of AR into
ExplorViz is a consequent step to complement the existing collaborative
modes and allow for a multitude of usage scenarios. Other visualization
approaches use webcams or HMDs like the Microsoft HoloLens17 to
render software cities [12,42]. While Microsoft’s HoloLens might pro-
vide good interaction techniques and immersion, it is quite expensive
and not in widespread use. Therefore, we designed and implemented
our collaborative AR mode around affordable commodity hardware,
namely mobile devices with a focus on tablets. An example for the use
of our AR mode is shown in Fig. 6.

Design. The AR visualization approach of ExplorViz is based upon
multiple 3D models, i.e., models for the software landscape and ap-
plications. As opposed to a single, integrated 3D model, this allows
the independent placement, scaling, and rotation of the different ap-
plications which belong to a software landscape. The use of multiple
3D models also reduces the visual size of a model and can improve
performance since less relevant applications may remain hidden. Both
of these aspects benefit mobile devices which exhibit a smaller screen
size and less computational power than their desktop counterparts.

17 https://www.microsoft.com/en-us/hololens.

https://www.microsoft.com/en-us/hololens
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Fig. 6. Real-world scenario showing the multi-user AR mode. The augmented reality fiducial markers are used as reference points to place the software visualization in the real
word.
In order to achieve AR, the virtual models need to be placed in
accordance with the live video stream which is captured by the mobile
devices. We decided to employ paper-printed fiducial markers (Fig. 7)
as a point of reference for this purpose (Fig. 6A). A designated marker
hosts the landscape model while other markers are numbered and can
be associated with an application model upon its opening. The use
of markers makes the placement of models predictable and does not
require that the mobile devices compute an accurate 3D representation
of their surroundings. The placement of models in the real world can
easily be adapted by moving the paper markers instead of using touch
gestures. Furthermore, the models can easily be referenced by the letter
or number of the marker they are placed upon for collaborative usage
scenarios.

The envisioned usage scenarios of the multi-user on-screen, VR and
the AR modes differ significantly. For example, the AR mode could
help to introduce software visualization as a tool during team meetings.
Tablets are wireless and easy to carry, each participant can use an
own device, and the interaction with models is aided by the use of
paper-printed markers. Aside from tablets, we strive to support a great
number of devices from smartphones to larger mobile computers with
a camera and touchscreen. To enable diverse usage scenarios, our
location-independent collaboration approach is also employed for the
AR mode and allows for its use in hybrid or online formats.
10
Fig. 7. Example for a paper-printed fiducial marker that is used as a point of reference
for our AR approach.

Implementation. Analogous to the VR mode, users can easily switch

back and forth between the on-screen visualization and the AR mode
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via a context menu entry. The AR mode requires a web browser, access
to a camera, and a secure connection in order to work. Therefore, a
desktop computer with an attached webcam suffices to generate a live
camera feed with AR elements. However, a realistic immersive visual-
ization can only be accomplished with devices where the screen and
camera face in opposite directions, such as tablets and smartphones.

To place the virtual 3D models accurately within the captured video
footage, we employ AR.js.18 AR.js is a Javascript library which provides

R features for web applications. AR.js supports the recognition of
mages, markers, or the use of location data to align objects accurately
n video footage. In accordance with our previously mentioned design
onsiderations, we chose to leverage the marker tracking capabilities of
R.js. In this way we can virtually place the landscape and application
bjects on markers and achieve the AR visualization of ExplorViz
Fig. 6B).

The design of the user interface (UI) is adjusted toward the two-
anded use of tablets. Tablets provide high mobility, a moderately sized
creen, and fulfill the requirements for the AR mode, i.e., they bring
oth a modern browser and camera. We argue that holding the tablet
ith two hands is preferable to avoid a shaky camera, occlusion of
lements by touch inputs, and to reduce signs of fatigue caused by the
evice’s weight. Therefore, necessary UI buttons are displayed in the
orners of the device, such that they can be easily accessed via the
sers’ thumbs. This is comparable to holding and interacting with a
amepad controller. In addition to tablets, we actively support the use
f other mobile devices through dynamic sizing of UI elements and by
roviding plenty of options to customize the UI. In the style of some
obile video games, we put a crosshair-like element in the center of

he screen as a point of reference. The thereby targeted elements can be
nteracted with by several buttons which are placed in the bottom cor-
ers of the screen. The buttons in the bottom left corner (Fig. 6C) can be
ctuated to display additional information, show ExplorViz’s heat map
verlay to easier identify runtime behavior changes [23], and toggle
virtual magnifier. The buttons in the bottom right corner (Fig. 6D)

nable the opening/closing of packages, the colored highlighting of
lements, and the temporary pinging on elements for collaborative use.
he button’s size and spacing are configurable such that they can be
asily interacted with by the user’s thumbs.

In addition to the buttons, users are enabled to use common (multi-
touch gestures for the view manipulation which are implemented with
he help of Hammer.js.19 A pan gesture enables a user to move a
odel horizontally on its marker, pinch gestures can be used to scale

n object, and the rotation of two fingers results in a corresponding
otation of the targeted landscape or application object. The touch
estures require a user to temporarily hold the tablet with one hand.
owever, since the targeted objects are relatively large, these gestures

equire less precision than the manipulation of, e.g., a single class
ithin an application.

To enable the collaborative use of the AR mode, we use the same
ollab Service as the VR mode. Therefore, the session management is

echnically identical but received a dedicated UI which is optimized for
ouchscreen use. As opposed to the VR mode, not all properties of the
epicted models are synchronized among the users of a session. The
rientation and scaling of models can be configured independently per
evice as we address a heterogeneous set of devices and a multitude
f usage scenarios. For example, the screen size and camera properties
f mobile devices can differ significantly and cause different scalings of
bjects to be optimal. Still, the assignments of markers and applications
nd their general state, including opened packages and highlighted
lements, remain synchronized. In addition to the highlighting of in-
ividual elements, users can temporarily ping any location within an
pplication or landscape object to facilitate communication.

18 https://ar-js-org.github.io/AR.js-Docs.
19 https://hammerjs.github.io.
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Evaluation. We conducted a preliminary user study to gather first
impressions about the usability of our AR mode. In the following, we
will summarize this evaluation, since it constitutes one step in our
journey toward a web-based approach to enable collaborative program
comprehension. We would like to point the reader to the related the-
ses [43] and the published supplementary package [44] that contains
the questions and results of the study.

20 subjects participated voluntarily and without compensation in
the user study. Among the participants were seven computer science
students, eight researchers, three software architects, and two software
developers. The subjects conducted the user study in teams of two and
mostly knew each other.

Due to the COVID-19 pandemic, the study was conducted in a
remote setup, i.e., the subjects stayed at home or participated from their
workplace. Therefore, the teams of two and an instructor used a video
conferencing tool for audio communication during the experiment.
Also, the distributed setup made it necessary for the subjects to use their
own devices for the user study. As not all subjects owned a tablet, nine
subjects used a smartphone instead. Furthermore, half of the subjects
had no access to a working printer at home and reverted to displaying
markers on a peripheral screen.

The course of the study is similar to the preliminary user study
for the VR mode. A small example visualization was employed to
familiarize the subjects with ExplorViz and its AR mode. Subsequently,
BIMSWARM,20 a web application in the domain of building informa-
tion modeling, was introduced. BIMSWARM employs a microservice
architecture and was still in development at the time of the user study.
Professional software developers and architects of the BIMSWARM
project participated as subjects in the evaluation. The introduction of
BIMSWARM included the presentation of an exemplary registration of
a user since we used a snapshot of the registration process for the soft-
ware visualization during the following assignments. The assignment
phase asked the subjects to collaboratively answer questions about
both structural and dynamic aspects of the displayed snapshot. We also
asked questions which required it to compare multiple microservices
or asked to reason about the displayed data, thereby encouraging the
subjects to communicate with each other.

The results of the assignment and debriefing phase as well as our
observations during the study’s execution were used to answer our
second research question, i.e., is a collaborative AR mode useful in the
context of program comprehension? In the final debriefing phase, the
subjects were asked to fill out an online survey. Among other aspects,
the survey asked the subjects to give feedback and rate the employed
visualization approach, implemented features, and the collaborative
work experience.

The visualization in general, e.g. concerning the overall layout,
received good feedback. However, as to be expected, the visualization
achieved better ratings on tablets than on smartphones. Especially for
the readability of text and the distinguishability of communication
lines, small displays bring disadvantages. The usability of the imple-
mented features such as pinging or the opening and closing of packages
received very good ratings. Regarding collaboration, the gathered feed-
back reveals that the collaborative use of ExplorViz is perceived as
beneficial, can aid program comprehension, and that the developed AR
mode is suitable for collaborative work in general. We also noted during
the study that collaboration of subjects leads to more correct results
since faulty propositions for questions of one team member often leads
to discussions with the other team member and, without the need of
the instructor to intervene, resulted in an correct answer.

The results and observations indicate that our AR environment can
be helpful for collaborative work in the context of program comprehen-
sion. However, more research is required to reliably answer our second
research question. We used the preliminary AR user study to gather first
qualitative feedback from a small set of probands. After a refinement
phase based on the qualitative results, we will compare each mode
based on quantitative results, e.g., via controlled experiments [41].

20 https://www.bimswarm.de

https://ar-js-org.github.io/AR.js-Docs
https://hammerjs.github.io
https://www.bimswarm.de
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Threats to validity. One threat to validity concerns the employed equip-
ment and environment of the subjects. As it was not possible for us to
provide a controlled environment, many aspects such as the hardware
specifications of the employed devices vastly differ from subject to
subject. On the other hand, this heterogeneous setup helped to collect
valuable and multifaceted feedback.

The limited number of participants yields another threat to validity.
However, the 20 subjects gave plenty of feedback, which should be
sufficient to guide the upcoming steps for the development of our AR
mode. Nonetheless, in order to generate more accurate and quantitative
results, a larger number of subjects would be required.

5. Conclusions and future work

In this paper, we presented our journey to enable collaborative
program comprehension via SVs using both non-XR and XR devices,
to impart the gained knowledge and our consequent design decisions.
We introduced our designs and the resulting implementations for three
multi-user modes in ExplorViz. All of these modes allow remote work,
hence facilitate location-independent collaborative program compre-
hension. The multi-user on-screen mode allows users to collaboratively
explore SVs on their personal computers and laptops. Similar to remote
pair programming, this has the advantage that users work in their
familiar and possibly customized working environments. In contrast,
the VR and AR modes provide immersive environments that can be
accessed with off-the-shelf devices. All modes are now available in our
open-source, web-based live trace visualization tool ExplorViz. They
seamlessly integrate in ExplorViz’ existing UI and do not prevent users
from exploring SVs due to complex configuration requirements. For all
modes, we provide a supplementary package that includes videos and
images showcasing each mode in practice [22]. Both, the VR and AR
modes were evaluated in pilot studies. The evaluation results indicate
that XR modes are useful to collaboratively comprehend software.
However, we require more in-depth research to quantify the usefulness
of each mode, e.g., via controlled experiments. Then, we will be able
to reliably answer our research questions.

Regarding future work, we strive for a heterogeneous multi-user
mode in which on-screen, VR, and AR users can collaboratively work
together, both independent of the location or in the same room [45].
The isolation of users and the environmental change that come with
putting on VR displays convinced some SV researchers to substitute VR
with AR [46]. We do not consider AR as generally more suitable to
explore SVs. In our experience, the used devices not only influence the
effectiveness and efficiency of SVs [45], but also the acceptance of the
SV itself. That is why we want to provide feature parity for all three
modes first, so that we can eventually compare each mode based on
quantitative results.

Exploring SVs can also be seen as an activity that is not directly
connected to live coding, especially when we are concerned with
dynamic runtime analysis. Users should be allowed to seamlessly switch
the environment in the form of leaving their workstation to use AR or
even full-size VR equipment. Also, they should be able to receive the
same VR environment when using a standalone HMD that may readily
be available to them.

ExplorViz’ upcoming static code analysis support is planned to
enable a live visualization of structural source code changes while
coding. This envisioned approach is similar to the features of Elliott
et al. [47] and [VR]IDE.21 However, we do not plan rebuilding a full-
fledged IDE in VR due to their overall complexity and customizability.
In our approach, users will be able to setup a collaborative session that
can be used to explore software changes while concurrently coding
in their IDE. The executive user (presenter) can then simply use a
standalone VR or AR headset and collaboratively explore the code

21 https://github.com/Vito217/VRIDE.
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changes with other session participants in an immersive environment.
We are aware that some users do not want to use VR due to personal
issues, e.g., motion sickness. Thus, the planned live-coding feature will
also be available in ExplorViz’ other modes. Overall, we argue that
users should be able to choose which type of immersion and devices
they prefer and use.

For collaboration, we are currently testing new and supportive fea-
tures that promote collaborative program comprehension. For example,
we plan on integrating a Tag and Comment feature that allows users
to pin information to a visualization detail for the currently visualized
snapshot. This is comparable to real world sticky notes. Session par-
ticipants can leave a typed or voiced comment. Other users are able
to see that note in their visualization. Furthermore, they are able to
respond to it and for example provide valuable feedback to a question
or comment.
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