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Master’s thesis

submitted in partial fulfilment of the requirements
for the degree of Master of Science

in Climate Physics (Meteorology and Physical Oceanography)
at the Faculty of Mathematics and Natural Sciences

at the Christian-Albrechts-Universität zu Kiel

1st Supervisor: Prof. Dr. Martin Claus
2nd Supervisor: Prof. Dr. Richard J. Greatbatch

Kiel, Germany
April 2018



ABSTRACT

Increased observational e↵orts have revealed a multidecadal decrease of oxygen concen-

trations with superimposed interannual to decadal variability in the oxygen minimum

zone (OMZ) of the eastern tropical North Atlantic (ETNA). Recent studies have linked

this variability to long-term changes in the ventilation by the latitudinally alternating

zonal jets (LAZJs).

In this study, a 1.5 layer non-linear shallow water model coupled to an advection-

di↵usion model is employed in basins with either rectangular or Atlantic geometry to

obtain a conceptual understanding of the influence of the LAZJs on the ventilation of

the ETNA OMZ. Using an equatorial annual period forcing, westward propagating o↵-

equatorial Rossby waves are generated that subsequently break up into non-linear ed-

dies. The responsible non-linear triad instability mechanism thereby sets the amplitude

and size of the generated eddies, which rectify to LAZJs when temporally averaged.

An oxygen-mimicking tracer is transported by the resulting velocity field, forming a

region with minimum tracer concentration whose location is in general agreement with

the observed ETNA OMZ. The thickness-weighted tracer budget reveals that the Eu-

lerian mean advective flux convergence outweighs the eddy advective flux convergence

in balancing the strongly simplified tracer consumption. Thickness-weighted averaging

the advective flux convergence also yields an eddy mixing term which is shown to play

an important role in the budget and is analysed in more detail. Despite the purely

annual period forcing, interannual to decadal and longer tracer variability is excited in

the basin, including the region of the ETNA OMZ. A comparison between modelled

and observed oxygen trends in the lower OMZ does not lead to a rejection of the null

hypothesis that the observed decadal oxygen trends are part of the system’s intrinsic

variability. However, the observed pronounced decadal oxygen decrease in the upper

OMZ during 2006-2013 is not reproduced by the model. The picture is reversed on

a multidecadal time scale. In contrast to the upper OMZ, the multidecadal oxygen
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decrease in the lower OMZ is not reproduced by the idealised model. While this would

support the idea of an anthropogenically driven long-term deoxygenation of the lower

OMZ, it is important to bear the simplicity and shortcomings of the model in mind.

Furthermore, the sparsity in measured oxygen data prior to the recently increased

observational e↵orts complicates the reliable estimation of multidecadal trends.
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ZUSAMMENFASSUNG

Vermehrte Beobachtungen haben eine multidekadische Verringerung von Sauersto↵-

konzentrationen mit überlagerten interannualen bis dekadischen Schwankungen in der

Sauersto↵minimumzone (OMZ) des östlichen tropischen Nordatlantiks (ETNA) erken-

nen lassen. Kürzlich erschienene Studien verknüpfen diese Variabilität mit langzeit-

lichen Veränderungen in der Ventilation durch meridional alternierende zonale Strö-

mungsbänder (LAZJs).

In dieser konzeptuellen Studie wird mithilfe eines Flachwassermodells mit 1.5 Schich-

ten, gekoppelt an ein Advektions-Di↵usions-Modell, der Einfluss der LAZJs auf die

Ventilation der ETNA OMZ untersucht. Durch einen annual oszillierenden Antrieb

werden in einem rechteckigen und in einem Becken mit atlantischer Geometrie Ross-

bywellen erzeugt, welche abseits des Äquators westwärts propagieren und schließlich

in nichtlineare Wirbel aufbrechen. Der dafür verantwortliche Instabilitätsmechanis-

mus auf Grundlage der Interaktion dreier nichtlinearer Rossbywellen bestimmt dabei

die Stärke und Größe der resultierenden Wirbel, welche im zeitlichen Mittel Strukuren

ähnlich den LAZJs rektifizieren. Ein Sauersto↵ imitierender Tracer wird durch das an-

geregte Strömungsfeld transportiert, wobei eine Region mit lokal minimalen Konzen-

trationen erzeugt wird, deren Lage mit der der ETNA OMZ grundlegend überein-

stimmt. Das mit der Schichtdicke gewichtete Tracerbudget zeigt, dass die Euler-

sche mittlere advektive Flusskonvergenz deutlich wichtiger als die wirbelgetriebene

advektive Flusskonvergenz ist, um die stark vereinfachte Zehrung des Tracers zu ba-

lancieren. Aus dem Mitteln der advektiven Flusskonvergenz resultiert außerdem ein

Wirbelvermischungsterm, der ebenfalls eine wichtige Rolle im Tracerbudget spielt.

Dieser Term wird näher analysiert. Trotz des Antriebs mit rein annualer Periode wird

interannuale bis dekadische und längere Variabilität im Tracerfeld erzeugt, selbst in

der Region der ETNA OMZ. Der Vergleich zwischen modellierten und beobachteten

Sauertsto↵trends führt nicht zu einer Zurückweisung der Nullhypothese, dass die
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beobachteten dekadischen Trends in der tiefen OMZ Teil der intrinsischen Variabilität

des Systems sind. Hingegen wird die starke dekadische Abnahme an Sauersto↵ in

der oberen OMZ zwischen 2006-2013 nicht vom Model reproduziert. Auf multidekadi-

schen Zeitskalen ist das Bild umgekehrt. Im Gegensatz zur oberen OMZ wird die

multidekadische Abnahme an Sauersto↵ in der tiefen OMZ nicht vom Model repro-

duziert. Während dies auf einen anthropogen getriebenen Sauersto↵entzug der tiefen

OMZ hindeutet, ist es wichtig die Idealisierung und Einfachheit des Modells zu berück-

sichtigen. Zusätzlich erschweren große Lücken in Sauersto↵konzentrationsmessreihen

vor dem kürzlich intensivierten Messprogamm die verlässliche Bestimmung von mul-

tidekadischen Trends.
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Chapter 1

Introduction

1.1 The oxygen minimum zone in the eastern trop-

ical North Atlantic

The term “oxygen minimum zones” (OMZs) describes large areas in the open ocean

subject to permanent hypoxia (Helly and Levin, 2004). The largest and strongest

OMZs are found at intermediate depth (⇠400m) in the northern Indian Ocean and on

the eastern side of the (sub-) tropical North and South Pacific (ETNP, ETSP) (Paul-

mier and Ruiz-Pino, 2009), with partly “suboxic” conditions of oxygen (O2) concen-

trations below 10µmol kg-1 (Fig. 1.1a). The OMZs in the eastern (sub-) tropical North

and South Atlantic (ETNA, ETSA) are marked by somewhat milder “hypoxic” con-

ditions of oxygen concentrations below 60µmol kg-1 to 120µmol kg-1 (e.g. Karstensen

et al. (2008)). The existence of the OMZs is attributed to the interplay of biological

and physical processes. Enhanced primary productivity at the sea surface fostered by

open ocean and coastal upwelling leads to an increased export of organic material to

the ocean interior. The re-mineralization of the sinking material consumes oxygen and

thus acts as an oxygen sink (Wyrtki , 1962). At the same time, the (sub-) tropical

eastern Atlantic and Pacific lie within the “shadow zones” predicted by the classical

theory of the ventilated thermocline (Luyten et al., 1983). These areas are character-

ized by a sluggish horizontal circulation and are hence subject to little oxygen supply,

i.e. a weak ventilation. Stramma et al. (2008a, 2010) observed both a horizontal and

vertical expansion and intensification of the OMZs over decades, which is in line with

1



CHAPTER 1. Introduction

Figure 1.1: a) Distribution of mean oxygen content in the 300-500 m depth layer and b)
along the 23 �W meridional section (highlighted by the white dashed line in a)) derived
from the World Ocean Atlas 2013 (Garcia et al., 2014). Oxygen concentrations were
converted from ml l�1 to µmol kg�1 using a molar volume for oxygen of 22.392 l mol�1

and in-situ densities (Hofmann et al., 2011). In b) the potential density surfaces �0 =
25.8, �0 = 27.1, and �1 = 32.15 kgm-3 are included. �0 and �1 thereby represent the
potential density referenced to a reference pressure of 0 and 1000 dbar, respectively.
These three isopycnals are considered to be the lower boundaries of the TSW, CW
and AAIW (Stramma et al. (2005), abbreviations explained in Tab. 1.1). Density
fields were calculated from the World Ocean Atlas 2013 temperature and salinity fields
(Locarnini et al., 2013; Zweng et al., 2013).

an overall observed deoxygenation of the global ocean (Keeling et al., 2010; Schmidtko

et al., 2017). The loss of oxygen is a key stressor on ecosystems, i.e. by changes

in the biogeochemistry or loss of habitat, having strong e↵ects on coastal economies

depending on fisheries (Diaz and Rosenberg , 2008; Vaquer-Sunyer and Duarte, 2008;

Stramma et al., 2012a; Breitburg et al., 2018). The question at hand is how much of

the observed long-term variability in the OMZs is due to anthropogenic influences in

relation with global climate change (list of references given in Brandt et al. (2015)),

and how much can be attributed to internal variability of the ocean and climate system

acting on seasonal to multidecadal time scales.

The ETNA OMZ is located o↵ the north-west African continent with its north-

western boundary marked by the south-westward flowing North Equatorial Current

(NEC), and the southern boundary by the equatorial zonal current band system,

with the North Equatorial Countercurrent (NECC)/North Equatorial Undercurrent

2
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Figure 1.2: Mean oxygen distribution at the 27.1 kgm-3 potential density surface ob-
tained from the MIMOC climatology (Schmidtko et al., 2013, 2017) with a conceptual
view of the mean flow field in the tropical Atlantic and ETNA OMZ superimposed
(adapted from Brandt et al. (2015); Pena-Izquierdo et al. (2015)). The black solid
arrows denote mean surface and thermocline currents in the upper 300m, while the
dashed grey lines represent the currents found at intermediate depth. The white line
shows the location of the 23 °W section from 4 °-14 °N and the diamonds show the
locations of multi-year moorings. See Tab. 1.1 for the name abbreviations of the
individual currents. This figure is taken from Hahn et al. (2017).

(NEUC) as the northernmost current band, at ⇠5 °N (Fig. 1.2). Along the African

coast the Mauritania Current (MC) transports water poleward (Stramma et al., 2008b).

The most distinct circulatory feature in the otherwise sluggish ETNA OMZ is the east-

ward flowing northern branch of the NECC (nNECC) at 8 °-10 °N, which reaches the

southern flank of the Guinea Dome (GD) associated with isopycnal doming in the

central water layer and enhanced open ocean upwelling south of the Cape Verde Is-

lands (Stramma et al., 2005). Below the surface intensified NECC and the surface

expression of the nNECC, the NEUC and the nNECC are part of the so-called lat-

itudinally alternating zonal jets (LAZJs), which extend from the near surface to at

least 1000m depth, and which play a major role in supplying oxygen from the oxygen

enriched western part of the subtropical Atlantic to the OMZ (Hahn et al., 2017). The

flow field in the ETNA OMZ is further coupled with equatorial dynamics through the

generation of (coastal) Kelvin and (o↵-) equatorial Rossby waves. On the equator,
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the variability is marked by a strong annual and semi-annual cycle, which is linked to

basin-mode resonance of the fourth and second baroclinic mode, respectively (Cane

and Moore, 1981; Brandt et al., 2016).

The ETNA OMZ is made up of two local minima of oxygen concentration (Fig.

1.1b). The shallow oxygen minimum zone is found at around 100m depth, i.e. in the

Central Water (CW) layer, while oxygen concentrations drop to even lower values at

400�500 m in the deep OMZ, which is at the boundary between the CW and Antarc-

tic Intermediate Water (AAIW) (Karstensen et al., 2008). More or less regular and

continuous in-situ observational records are present since 1999 (Brandt et al., 2010),

cutting through the ETNA OMZ along the latitudinal 23 °W section (Fig. 1.1b). In

connection with historical data mostly from the 1970s and 80s this dataset allows

for attempts to quantify oxygen variability on decadal to multidecadal time scales.

Stramma et al. (2008a) estimated a decrease in the ETNA OMZ oxygen content by

0.34± 0.13µmol kg-1 yr-1 from 1960 onwards. In a more detailed analysis Brandt et al.

(2015) detected di↵erent negative trends for the upper and lower OMZ in the pe-

riod from 1900-2013, of �0.8± 0.5µmol kg-1 per decade and �1.8± 0.3µmol kg-1 per

decade, respectively (Fig. 1.3). However, on a shorter time scale from 2006-2013, the

trend was much stronger in the upper OMZ with �14.3± 6.9µmol kg-1 per decade

but reversed in the lower OMZ to 2.7± 1.9µmol kg-1 per decade. These results sug-

gest shorter term variability imposed on the long-term decrease of oxygen in the OMZ.

Hahn et al. (2014) show that the time scales of processes driving the variance in moored

time series cover a wide range. Calculating a budget for the ETNA OMZ, Hahn et al.

(2017) pick up the hypothesis of Brandt et al. (2010) that the observed changes are

most likely linked to the zonal advection of oxygen and connect the recent oxygen in-

crease in the deep OMZ with an intensification of the LAZJ. In their study, Stramma

et al. (2012b) try to compare observed oxygen trends to simulated oceanic oxygen

fields from Earth Systems Models. Despite an overall agreement in the distribution

and trend, the regional patterns carry a lack in realism, complicating the identification
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of responsible mechanisms. Duteil et al. (2014) find that the OMZ is modelled more

realistically if the resolution of models is increased from 0.5 ° to 0.1 °, which is much

higher than the horizontal resolution in Stramma et al. (2012b). The authors claim

that LAZJs are crucial in setting the oxygen concentration in the OMZ. Hence, the

persistent inability of models to accurately represent the LAZJs makes the identifi-

cation of the mechanisms behind the observed variability in the OMZ’s extent and

intensity almost impossible. The study of Duteil et al. (2014) implies that an accurate

representation of the mesoscale eddy field is of vital importance in understanding the

dynamics behind the OMZ ventilation.

Figure 1.3: Oxygen anomalies for the region 9�15 °N, 20�26 °W and 150 � 300 m
(intermediate oxygen maximum, upper panel) and 350�700 m (deep oxygen minimum,
lower panel). Grey circles represent all available data, whiskers show interquartile
range of data within each year and the black squares annual medians. Trends are
calculated using annual medians weighted by the square root of available data within
each year for the period 1900� 2013 (solid red line) and 2006� 2013 (solid blue line).
The dashed lines mark the standard errors of the trends. Taken from Brandt et al.
(2015).
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Table 1.1: Abbreviations used in this study including the acronyms of current names
in Fig. 1.2.

Abbreviation Name/Meaning

AAIW Antarctic Intermediate Water

AMM Atlantic Meridional Mode

AZM Atlantic Zonal Mode

CVC Cape Verde Current

CW Central Water

EIC Equatorial Intermediate Current

ETNA Eastern Tropical North Atlantic

ETNP Eastern Tropical North Pacific

ETSA Eastern Tropical South Atlantic

ETSP Eastern Tropical South Pacific

EUC Equatorial Undercurrent

GC Guinea Current

GD Guinea Dome

LAZJ Latitudinally alternating zonal jets

MC Mauritania Current

NACW North Atlantic Central Water

NBC North Brazil Current

NEC North Equatorial Current

NECC North Equatorial Countercurrent

nNECC northern North Equatorial Countercurrent

NICC North Intermediate Counter Current

NEIC North Equatorial Intermediate Current

NEUC North Equatorial Undercurrent

OMZ Oxygen Minimum Zone

PUC Poleward Undercurrent

SACW South Atlantic Central Water

SEIC South Equatorial Intermediate Current

cSEC central South Equatorial Current

nSEC northern South Equatorial Current

SEUC South Equatorial Under Current

SICC South Intermediate Counter Current

TSW Tropical Surface Water
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1.2 Geostrophic turbulence and zonal jets

Non-linear dynamics in two-dimensional or stably stratified flows in a rotating frame-

work are referred to as geostrophic turbulence, for which the quasi-geostrophic equa-

tions form the dynamical basis (Salmon, 1982). Through these dynamics the large

scale oceanic and atmospheric circulation is enriched by eddying features and other

non-linear mesoscale components. In quasi-geostrophic flows the kinetic energy spec-

trum exhibits a K�3 law (where K is the total wavenumber) (Charney , 1971), which

is associated with a “forward cascade” of potential enstrophy (i.e. potential vorticity

squared), hence a transfer to smaller scales, while energy is transferred to larger scales,

referred to as the “inverse energy cascade”. Rhines (1975) analysed the evolution of

a turbulent two dimensional flow field under the e↵ect of the variation of the Coriolis

parameter with latitude, the so-called �-e↵ect. The study showed that the �-e↵ect

adds an upper threshold for the up-scale energy transfer. Rhines (1975) argues that in

the limit of low frequencies the flow has to become anisotropic (favouring north-south

wave numbers) in order to fulfil the Rossby wave dispersion relation. The author finds

out that the end-state of an evolving eddy field on a �-plane is marked by zonally

elongated eddies with a meridional length scale corresponding to the so-called Rhines

scale (see Section 2.3.4 for definition). The zonal jets found in the atmosphere of Earth

or Jupiter are found to be governed by these dynamics (Galperin et al., 2004). As they

are visible in the instantaneous flow field these jets are referred to as being “manifest”

(Berlo↵ et al., 2011).

In contrast to the periodic domain to which the considerations of Rhines (1975)

apply, the oceans are confined by lateral boundaries for which, in an idealised setting,

the flow field is found to be isotropic, hence without systematically elongated eddies

(LaCasce, 2002). Still, the observation of zonal jets in Earth’s global ocean as the

manifestation of the dynamical concept developed by Rhines (1975) would be exciting

(Schlax and Chelton, 2008). As Earth’s global ocean is filled with strong (non-linear)
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eddies (Chelton et al., 2011), the possible existence of these zonal jets is however

masked, hence complicating their detection. Observational evidence of oceanic lati-

tudinally alternating elongated zonal current bands was first provided by Maximenko

et al. (2005, 2008). In their studies, the existence of the jets was shown by temporal

averaging of surface dynamic topography fields derived from satellite altimetry over

long time scales and spatial high-pass filtering of in-situ temperature measurements,

respectively. Maximenko et al. (2008) carefully refer to the observed jet-like features

as “striations”, as the dynamics behind the patterns are not yet clear. Berlo↵ et al.

(2011) also claim that the name “jet” is somewhat imprecise as the zonal current

bands are poorly visible in the instantaneous flow field. Hence, the oceanic jets are

vested with the word “latent”, highlighting that their associated flow amplitude (in

the order of 1 cm s-1) is much weaker then the highly energetic flow features associated

with mesoscale eddies. Other studies have found further observational evidence of

striations or at least an anisotropic flow field in the global oceans using satellite al-

timetry (Huang et al., 2007) or global observations of sea surface temperatures (SST)

(Buckingham et al., 2014). Further studies claim the detection of zonal jets in various

regions of the global ocean (Melnichenko et al., 2010; Van Sebille et al., 2011; Ivanov

et al., 2012; Belmadani et al., 2017). The deployment of autonomously measuring float

systems enabled the detection of latitudinally alternating zonal current bands also at

intermediate depth in the tropical oceans (Ollitrault et al., 2006; Cravatte et al., 2012)

and the global ocean (Ollitrault and Colin de Verdière, 2014).

Despite the frequent observation, there is still debate about the realism of the jets,

found by long-term averaging of dynamical fields. Schlax and Chelton (2008) claim

that zonal jets can also be rectified by randomly zonally propagating Gaussian eddies.

They question the assumption by Maximenko et al. (2005) that the zonal velocity

fields from randomly distributed eddies average to zero (see Fig. 3 in Ivanov et al.

(2012) and Chen et al. (2016) for a visualization of the argument). This argument

was partially supported by Chen et al. (2015). However, Buckingham and Cornillon
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(2013) find an inconsistency between the Schlax and Chelton (2008) hypothesis and

the time mean striations. According to Buckingham and Cornillon (2013), not all of

the striation patterns can be attributed to the zonal propagation of eddies, as in the

observed ocean eddy field the mean and standard deviation of the zonal velocity do

not decline as rapidly with increasing averaging period, as described by Schlax and

Chelton (2008).

The dynamics behind the zonal jets are subject of current research (e.g. Ka-

menkovich et al. (2009a)) mainly using ocean models. Simplified two-layer models

(Panetta, 1993) or ocean general circulation models (Nakano and Hasumi , 2005) had

already revealed similar patterns before the observation of the “latent” zonal jets. So

far, a wide variety of mechanisms has been proposed to be responsible for the jet

formation, ranging from the potential vorticity (PV) staircase (Baldwin et al., 2007;

Dritschel and McIntyre, 2008), over primary and secondary instability mechanisms in

the ocean interior (Pedlosky , 1975; Berlo↵ et al., 2009), to radiating instabilities from

the eastern boundary (Hristova et al., 2008; Wang et al., 2012) where stationary jets

are found in connection with permanent meanders in boundary currents (Centurioni

et al., 2008). Related to this mechanism, Afanasyev et al. (2011) and Davis et al.

(2014) suggested a mechanism based on the spreading of vorticity anomalies from the

eastern boundary into the basin interior, known as �-plumes. LaCasce and Pedlosky

(2004) and O’Reilly et al. (2012) demonstrated the potential of long baroclinically

unstable Rossby waves to introduce the zonal jets whose locations are time variant.

Building on this idea, Marshall et al. (2013) introduced the concept of Rossby rip

currents, in which Eulerian mean eastward current bands are formed to balance the

westward mass transport through Stokes drift associated with baroclinic Rossby waves

and eddies, in analogy to rip currents found close to beaches. The most relevant sug-

gested generation mechanism related to our study is the non-linear Rossby wave triad

interaction, which has been suggested to be responsible for the LAZJs found in the

Pacific (Qiu et al., 2013a).
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The existence of zonal jets is shown to have an influence on the material transport

within the oceans (Kamenkovich et al., 2009b; Chen and Flierl , 2015). The introduced

anisotropy in the lateral tracer transport (Kamenkovich et al., 2015) has hence some

implications for the ventilation mechanism of the ETNA OMZ, for which the LAZJs

are observed to be a prominent feature. The analysis of the zonal jets and their link

to the ventilation of the OMZ will be the subject of this study.

1.3 Research questions

The aim of this study is to establish a simple dynamical understanding of the ventila-

tion of the ETNA OMZ through lateral tracer advection in a geostrophically turbulent

field. Therefore, a simple reduced gravity model is set up, representing the first baro-

clinic mode in the region of interest. Under annual period forcing a turbulent flow field

is excited, which transports a tracer through the basin. In a model run with Atlantic

basin geometry, a more or less realistic region of minimum tracer is established in the

region of the ETNA OMZ. The questions that are tackled in this study are hence:

1. How do the tracer and dynamical fields behave under annual period forcing at

the equator? What are the mechanisms behind the zonal jet generation in the

1.5 layer shallow water model?

2. How does the ventilation of the ETNA OMZ function in a non-linear 1.5 layer

reduced-gravity model?

3. What is the interannual to multidecadal variability of the zonal jets and the

associated tracer field and how does this compare to observed trends in the real

ocean?

The study is structured as follows: Chapter 2 contains a description of the used model

and the experiment set up. Furthermore, analytical tools and dynamical concepts
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are introduced. In Chapter 3, the analysis of the model output with respect to the

questions stated above is presented. Chapter 4 subsequently yields a discussion of the

results, in which the findings are further analysed and compared to existing literature.

In Chapter 5 the main findings of the study are summarised and a brief outlook with

further suggestions to study the ventilation of OMZs by zonal jets is given. The

Appendix contains further details concerning the model code.
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Chapter 2

Data and Methods

In the first part of this chapter (Section 2.1) the employed non-linear shallow water

model, written by Prof. Dr. Martin Claus1, is introduced (the implementation of the

model is explained in more detail in the Appendix A.1). In Section 2.2, the experiment

configurations are explained, while in Section 2.3 the methods to analyse the model

output are introduced. Furthermore, some dynamical concepts are introduced in this

third part of the chapter. The main variables appearing in this chapter are also listed

in Table A.1. Notation and symbols are summarised in Table A.2.

2.1 The non-linear shallow water model

2.1.1 The 1.5 layer shallow water model

The 1.5 layer shallow water model (cf. Chapter 6 in Gill (1982)) consists of two

stacked density layers. The upper active layer has a uniform density ⇢ = ⇢0 and an

undisturbed layer thickness H, while the underlying layer with higher density ⇢0+�⇢

is infinitely deep and at rest (Fig. 2.1). The interface displacement ⌘ between both

layers is measured positively downwards, while the surface displacement ⇠ is measured

positively upwards. The disturbed layer thickness is hence defined as h = H + ⌘ + ⇠.

The e↵ective gravitational acceleration between two fluid layers is termed reduced

gravity and can be expressed as g0 = g(�⇢/⇢0), where g is the acceleration due to

gravity. As the density di↵erence between the two layers is taken to be much smaller

1Prof. Dr. Martin Claus is a�liated with the University Kiel, Germany and GEOMAR Helmholtz
Centre for Ocean Research Kiel, Germany, mclaus@geomar.de
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Figure 2.1: The 1.5 layer set-up of the shallow water model with an upper active layer
over an infinitely deep lower layer at rest.

than between the upper layer and the overlying air, the resulting restoring force is

much stronger for the surface than for the interface between the upper and lower

layer. Hence by making the so-called “rigid lid” approximation, it is assumed that

h = H + ⌘ as ⇠ ⌧ ⌘. The 1.5 layer model represents a single baroclinic mode.

2.1.2 The non-linear shallow water equations

The vertically uniform zonal and meridional velocities in the upper layer are given by

u and v. Together with the interface displacement ⌘ they constitute the prognostic

variables in the shallow water system. In spherical coordinates the governing non-linear
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shallow water equations are
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where (�,#) are longitude and latitude respectively, t is time, r is Earth’s radius and

f = 2⌦ sin# (2.2)

is the Coriolis parameter dependent on latitude, with ⌦ being Earth’s angular ve-

locity. The zonal and meridional momentum equations (2.1a, 2.1b) carry the lateral

momentum mixing terms Mu and Mv and the zonal and meridional momentum forcing

terms Fu and Fv, respectively. The forcing term F⌘ in the continuity equation (2.1c)

represents a mass source or sink to the active layer.

Introducing the potential vorticity q = (f + ⇣)/h, where
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is the relative vorticity, and defining E = (u2 + v2)/2 + g0⌘ as the energy density or

Bernoulli potential, consisting of the sum of kinetic and available potential energy, the

equation system can be rewritten as
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The zonal and meridional momentum mixing terms are formulated as
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with the symmetric momentum flux density tensor P (Shchepetkin and O’Brien, 1996).

Its viscous components are given by
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with the constant and uniform lateral eddy viscosity Ah.

2.1.3 The tracer equation

The shallow water model is coupled to an advection-di↵usion model in which the

tracer is advected by the flow field diagnosed by the shallow water model. The tracer is

thereby set to mimic oxygen. The analytical model equation is similar to the advection-

di↵usion model used in the study of equatorial oxygen variability by Brandt et al.

(2012):

@(Ch)

@t| {z }
1

+r · (Chu)| {z }
2

= r · (hhrC)| {z }
3

� JCh|{z}
4

�h�(C � C0)| {z }
5

+CF⌘|{z}
6

(2.7)

where h is the lateral di↵usivity of the tracer C, J is the biological consumption rate,

and 1/� represents the time scale of a relaxation towards a specified tracer distribu-

tion field C0. Thus the equation contains the tendency term (1), advection (2), lateral

di↵usion (3), strongly simplified biological consumption as a tracer sink (4), relaxation
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as a tracer source (5), and a term related to the forcing (6). The latter term is only

needed if the shallow water model is forced in the continuity equation, i.e. via F⌘,

adding or subtracting mass and consequently tracer from the active layer.

For the shallow water model used in this study, equations 2.4a-2.4c are implemented

on the Arakawa-C grid (Arakawa, 1972) (Appendix A.1.1). The implementation of the

lateral mixing term using the scheme of Shchepetkin and O’Brien (1996) is explained

in the Appendix A.1.2, while the Appendix A.1.4 explains the implementation of the

tracer equation in more detail. The model is finally integrated using the Adams-

Bashforth 3rd order time stepping scheme (Appendix A.1.3).

2.2 Experiment model configurations

The model domain is located on a sphere with a radius of r = 6371 km., i.e. simulating

Earth, and spans a latitudinal range from 20 °S to 50 °N and a longitudinal range from

65 °W to 15 °E, hence mimicking a rectangular version of the (sub-)tropical Atlantic.

The horizontal resolution is set to 0.1 °. The model is set-up with an undisturbed

layer depth of H = 500m and a reduced gravity of g0 = 1.5⇥ 10�2ms�2, fixing the

gravity wave speed to c =
p
g0H ⇡ 2.7m s�1, which is only slightly larger than the first

baroclinic mode gravity wave phase speed in the subtropical Atlantic (Chelton et al.,

1998). Hence, the choice of the gravity wave speed configures the model to represent

the first baroclinic mode. Earth’s angular velocity ⌦ is set to 7.272 205⇥ 10�5 rad s�1,

scaling the Coriolis parameter dependent on latitude (Eq. 2.2). Lateral eddy viscosity

is set to Ah = 100m2 s�1. The model is integrated using a no-slip boundary condition

with a su�ciently small time step �t = 500 s in order to fulfil the CFL-criterion

(Courant et al., 1928), given by |u�t|/�x < 1, where �x is the grid spacing and u is

the horizontal velocity.
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The model is run in two configurations. The first configuration contains no realistic

coastlines and hence features a (pseudo-) rectangular ocean basin, while the second

configuration is calculated with Atlantic Ocean coastlines with a 0.1 ° resolution2.

Every ocean grid point is automatically associated with an undisturbed layer depth H,

thus even in the configuration including coastlines, the real ocean bottom topography

is neglected. In both configurations, the zonal and meridional boundaries are closed

by setting the undisturbed layer depth H = 0 on the boundaries. To avoid numerical

stability issues, the Strait of Gibraltar is closed in the Atlantic basin configuration.

Even though the focus is on the study of the northern hemisphere basin, the domain

is chosen to extend well south of the equator to allow for the free development of the

equatorial dynamics, which would otherwise be hindered due to the imposed no-slip

boundary condition. For both configurations the model is run for 400 yr, allowing

for multiple decades of model output from a fully spun-up dynamical field and tracer

distribution.

The forcing is given by an annually oscillating, zonally constant mass source/sink

along the equator. Its meridional structure is based on an equatorial Kelvin wave, so

that

F⌘(�,#) =

8
>><

>>:

� sin(!yrt)A0 exp[��y2/(2c)] if 15 °S  #  15 °N

0, otherwise

(2.8)

where A0 = 3⇥10�5 ms�1
⇡ 2.6 m day�1 is the forcing amplitude, y is the meridional

distance from the equator and !yr is the annual frequency (Fig. 2.2). The meridional

gradient of the Coriolis parameter is given by
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1

r
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@#
=

2⌦

r
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The forcing mechanism for the entire domain through the excitement and propagation

2The topographic dataset was retrieved from NASA Earth Observations (NEO) website
https://neo.sci.gsfc.nasa.gov/view.php?datasetId=SRTM RAMP2 TOPO on April 13, 2017.
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of (equatorial) Kelvin and Rossby waves will be described in Section 3.1. It is similar to

the approach taken by Qiu et al. (2013a), but instead of an explicit diabatic pumping

or suction in the continuity equation, they employ a basin-wide wind forcing in the

zonal momentum equations to generate the equatorial Kelvin and Rossby waves. The

forcing used in our study will lead to a slight overall mean mass reduction of the upper

layer, due to the cycle of initial reduction and subsequent replenishment of mass.

Figure 2.2: a) The meridional structure of the forcing F⌘. The maximum forcing
amplitude is given in blue. Monthly averages of the forcing term are given by the
orange lines. The monthly average of March is represented by the green line, for which
the forcing’s spatial structure is shown in the rectangular basin (b) and in the Atlantic
basin (c).

The tracer is restored to 1 along the western edge of the basin, acting as the tracer

source. The source strength and location is defined by the two dimensional step
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function C0 with

C0(�,#) =

8
>><

>>:

1 if 65 °W  �  55 °W

0, otherwise

(2.10)

To prevent a sharp edge in the tracer concentration at the step in the C0 field, the

restoring rate � is set up to be spatially dependent with

�(�,#) =

8
>><

>>:

�0/2

✓
1� tanh[���0

�s
]

◆
if 65 °W  �  55 °W

0, otherwise

(2.11)

where �0 = 63 °, �s = 1 ° and �0 = 1/8.35 day�1, which corresponds to twice the

restoring time scale used in (Brandt et al., 2012), who analyse the impact of equatorial

dynamics on tracer spreading using a similar tracer model as the one used here. They

base the value of ��1
0 on one hundredth of the Atlantic basin mode period. As the

present study considers o↵-equatorial tracer spreading, the restoring time scale can be

defined independently of the basin mode period and is thus set high to make sure that

tracer is quickly supplied, yielding an “infinite” tracer source. The zonal structures of

the latitudinally independent fields of C0 and �, are shown in Figure 2.3.

The tracer consumption rate is set to J = 6.5 ⇥ 10�10 s�1, which hence features

much longer time scales (⇠ 50 years) compared to the restoring term. The value is

half the consumption rate diagnosed from fitting a one-dimensional advection-di↵usion

model to observations in the Pacific by Van Geen et al. (2006) and used in conceptual

studies of the oxygen field in the equatorial Atlantic in Brandt et al. (2008, 2010, 2012).

Next to ensuring that the tracer is able to cross the entire basin before being damped

out, the weaker consumption chosen here further respects the general relationship of

lower apparent oxygen utilization rates at greater depth (Karstensen et al., 2008),

considering that the zonal jet system observed in the global ocean exists down to

at least ⇠1000m. The consumption acts in proportion to the instantaneous tracer

concentration over the entire basin and eventually leads to a (quasi-) equilibrium
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Figure 2.3: The structure of the restoring rate � (blue) and the structure of the field
C0 (orange), which the tracer is restored to, for the western part of the basin.

between tracer source and sink. The lateral di↵usivity of tracer is set to be identical

with the lateral eddy viscosity, i.e. h = Ah.

2.3 Analysing the model output

The model output is given in monthly averages and snapshots in monthly intervals.

The following subsections will give a brief description of the analysis tools applied to

the dataset.

2.3.1 Statistical analysis of the model output

Spatial Mean

For a spatial mean on a sphere the varying grid box area corresponding to every grid

point has to be taken into account. The two dimensional spatial average of a variable
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↵ is thus defined as

h↵i�# =

P
N

i=1

P
M

j=1 ↵
i,j cos#j

P
N

i=1

P
M

j=1 cos#
j

(2.12)

where N and M are the number of grid points in the zonal and meridional direction,

respectively. Hence, the values of each grid point are weighted with the cosine of the

corresponding latitude #.

Temporal Mean

The temporal mean of the model output at a given grid point (defined by indices i, j)

is given by

↵i,j =
1

K

KX

k=1

↵i,j (2.13)

where K is the number of time steps.

Thickness-weighted averaging

To di↵erentiate between large-scale and eddying parts of the flow, it is common practice

to use the Reynolds decomposition ↵ = ↵ + ↵0, where ↵ is the temporal mean, i.e.

background state and ↵0 is the superimposed fluctuation, i.e. eddying part of the

variable ↵ (Gent et al., 1995). However, in a layered system it is more natural to

use a thickness-weighted average (e.g. Aiki and Greatbatch (2012)). Therefore, the

decomposition is performed as ↵ = ↵̂ + ↵00 where

↵̂ =
↵h

h
(2.14)

is the thickness-weighted average and ↵00 is the corresponding deviation (Greatbatch,

1998). Corresponding to the Reynolds average, we have c↵00 = 0 and hence h↵00 = 0.

If the variable ↵ corresponds to a velocity, take here the horizontal velocity u, the

di↵erence between the thickness-weighted average and the regular average is called
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bolus velocity u
⇤. Using definition 2.14, it follows

u
⇤ = û� u

=
u0h0

h

(2.15)

which in the linear approximation corresponds to the Stokes drift velocity, stating the

di↵erence between the Eulerian and Lagrangian velocity (Marshall et al., 2013). From

definition 2.14, the following identity (Favre, 1965, 1983) can also be deduced

h↵1↵2 = h↵̂1↵̂2 + h↵̂1↵00
2 + h↵00

1↵̂2 + h↵00
1↵

00
2

= h↵̂1↵̂2 + ↵̂1h↵00
2 + ↵̂2h↵00

1 + h↵00
1↵

00
2

= h↵̂1↵̂2 + h↵00
1↵

00
2

(2.16)

which will be employed in the establishment of a tracer budget.

Standard deviation

The standard deviation � of the model variable ↵ at a given grid point is calculated

as

�(↵) =

vuut 1

K

KX

k=1

(↵i,j � ↵i,j)2. (2.17)

Thickness-weighted standard deviation

In the thickness-weighted framework, the standard deviation is calculated as

�̂(↵) =

vuut 1

K

KX

k=1

(↵i,j � c↵i,j)2. (2.18)
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2.3.2 Establishing the tracer budget

Thickness-averaging the tracer equation (2.7) yields

@
⇣
Ĉh̄
⌘

@t
= �r ·

�
Chu

�
+r ·

�
hhrC

�
� JĈh̄� �h̄

⇣
Ĉ � C0

⌘
+ CF⌘ (2.19)

Using equation 2.16 to di↵erentiate between the advective terms collected in the first

term on the right hand side yields

@
⇣
Ĉh̄
⌘

@t| {z }
1

= �r ·

⇣
h̄ūĈ

⌘

| {z }
2

�r ·

⇣
h̄ū⇤Ĉ

⌘

| {z }
3

�r ·
�
hu00C 00

�
| {z }

4

+r ·
�
hhrC

�
| {z }

5

�JĈh̄| {z }
6

��h̄
⇣
Ĉ � C0

⌘

| {z }
7

+CF⌘| {z }
8

(2.20)

The terms (1), (5), (6), (7) and (8) correspond to the tendency, di↵usive flux con-

vergence, consumption, relaxation and forcing respectively. The tendency term does

not necessarily vanish, as fluctuations on longer time scales than the averaging period

might still contribute to the evolution of the tracer field. Term (2) in Equation 2.20

represents the Eulerian mean advective flux convergence, while term (3) is the eddy

advective flux convergence. In the latter, tracer is advected with the bolus velocity

u
⇤. Term (4) in Equation 2.20 also constitutes a flux convergence and can have both,

advective and di↵usive characteristics. Its unclear nature has been subject to some

analyses (e.g. Greatbatch (1998, 2001)). In this study, this term will be referred to as

“eddy mixing term”.

2.3.3 Estimating power spectral density

The estimation of power spectral density is used in the context of wavenumber spectra

or frequency spectra to identify dominant wavelengths or periodicities in spatial or
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temporal signals. The detrended input signal is transformed into frequency space

using the discrete Fourier transform, which is a linear function,

x̃k =
n�1X

m=0

xm exp


�2⇡i

mk

n

�
with k = 0, ..., n� 1 (2.21)

where xm are the individual data points in the signal of length n, and x̃k are the

complex Fourier transform components (Oliphant , 2006). A power spectrum estimate

is obtained by multiplying the Fourier transform by its complex conjugate.

P (x̃k) =

8
>><

>>:

2
n2 |x̃k|

2 for k = 1, 2, ..., n2 � 1

1
n2 |x̃k|

2 for k = 0 _ k = n/2

(2.22)

The factor 2 is due to the symmetry of the discrete Fourier transform for real input

signals between positive and negative frequencies (Press et al., 1992). The normal-

ization factor n�2 is used to set the integral power of the Fourier transform equal to

the mean squared amplitude of the input function, following Parseval’s theorem. The

corresponding frequencies are given by

fk =
k

nS
(2.23)

where S is the constant sampling interval.

2.3.4 Characteristic length scales

Rossby radius of deformation

The length scale at which rotational e↵ects become as important for the evolution of

the flow field as wave propagation is called the Rossby radius of deformation. It is

defined via the ratio of the gravity wave speed and the Coriolis parameter (Gill , 1982)
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and is hence given for the baroclinic configuration as

LRo =
(g0H)1/2

|f |
(2.24)

Within a band of 5 ° of the equator, the equatorial Rossby radius of deformation is

defined as

LRoeq =

✓
c

2�

◆1/2

(2.25)

because of the vanishing Coriolis parameter (Gill , 1982; Chelton et al., 1998).

Rhines scale

Based on scale analysis, the Rhines scale is defined as (e.g. Theiss (2004); Olbers et al.

(2012))

LRh =

✓
urms
�

◆1/2

(2.26)

where urms is the root mean square of the zonal eddy velocity. As there is no back-

ground zonal mean velocity imposed, urms is calculated at a fixed location over the

time axis using the full zonal velocity u as

urms =

vuut 1

N

NX

i=1

u2
i

(2.27)

The Rhines scale constitutes the boundary between motions in which either the trans-

port of planetary or relative vorticity dominates. In turbulent flow fields with the

characteristic horizontal length scale larger than the Rhines scale, Rossby wave dy-

namics introduce an anisotropy in the motions. In another definition, the Rhines scale

is given as
p

2urms/� (e.g. Eden (2007)). However, as the definition is based on scale

analysis, the inclusion of the factor of
p
2 is neglected in this study.
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2.3.5 Resonant triad interaction

Based on non-linear dynamics, Pedlosky (1987) (Chapter 3.26) presents an instability

mechanism invoking the interplay of three Rossby waves, i.e. a Rossby wave triad.

The theory is developed for quasi-geostrophic flow on the �-plane, where the Coriolis

frequency depends linearly on latitude, i.e. f = f0+�yd, with yd being the latitudinal

distance from the centre latitude #0, at which f0 and � are evaluated following Eq. 2.2

and 2.9. The triad instability concept (derived in Cartesian coordinates x, y) is based

on the fact that a single Rossby wave

 / cos(kx+ ly � wt+ �) (2.28)

with streamfunction  , zonal and meridional wavenumber k and l, respectively, fre-

quency ! and arbitrary phase angle � is an exact solution to the unforced and non-

viscous quasi-geostrophic potential vorticity equation

@

@t

✓
r

2 �
f 2
0

c2
 

◆
+ J

�
 ,r2 

�
+ �

@ 

@x
= 0 (2.29)

with the Jacobian

J(A,B) = �
@A

@y

@B

@x
+
@A

@x

@B

@y
(2.30)

and the streamfunction  = g0⌘f�1
0 defined as such, so that

@ 

@x
= v and

@ 

@y
= �u. (2.31)

Any superposition of Rossby waves will however violate Equation 2.29. Expanding the

streamfunction  in terms of the Rossby number ✏⌧ 1, i.e.

 =  0 + ✏ 1 + ✏2 2 + ..., (2.32)
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yields solutions of di↵erent orders for Equation 2.29. The O(1) quasi-geostrophic

potential vorticity equation

@

@t

✓
r

2 0 �
f 2
0

c2
 0

◆
+ �

@ 0

@x
= 0 (2.33)

yields the linear dynamics and hence  0 can be described as a superposition of linear

Rossby waves with arbitrarily di↵erent amplitudes a

 0 =
X

j

aj cos ✓j (2.34)

where ✓j = kjx + ljy � wjt + �j. The non-linear interaction only becomes obvious in

the O(✏) equation

@

@t

✓
r

2 1 �
f 2
0

c2
 1

◆
+ �

@ 1

@x
=
X

m

X

n

aman
2

B(Km, Kn)[cos(✓m + ✓n)� cos(✓m � ✓n)]

(2.35)

where B(Km, Kn) = (K2
m
�K2

n
) (kmln � knlm), with K2

m
= k2

m
+ l2

m
and K2

n
= k2

n
+ l2

n
.

Equation 2.35 is of a linear, forced nature, in which the interaction of any two waves

produces a forcing term (i.e. the right hand side), as long as their wavelengths are

di↵erent or their wave vectors are non-parallel. Under certain conditions, it is possible

that the non-linear interaction of two waves leads to the forcing of a third Rossby wave,

that can then develop into a linear, free oscillation. This process is called “ resonant

triad interaction”, as the resonance of two waves leads to the growth in amplitude of

a third wave. Taking an arbitrary set of three Rossby waves, the condition for this to

happen is given by

k1 + k2 + k3 = 0 (2.36a)

l1 + l2 + l3 = 0 (2.36b)

!1 + !2 + !3 = 0 (2.36c)
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If these conditions are fulfilled the time evolution of the wave amplitudes and hence

the energy exchange between the waves is governed by

da1
dt

+
B (K2, K3)

K2
1 + f 2

0 c
�2

a2a3 = 0 (2.37a)

da2
dt

+
B (K3, K1)

K2
2 + f 2

0 c
�2

a3a1 = 0 (2.37b)

da3
dt

+
B (K1, K2)

K2
3 + f 2

0 c
�2

a1a2 = 0 (2.37c)

during the time of interaction. Assuming the primary wave to be represented by a2, K2,

etc., it is only possible for secondary waves to extract energy from the primary wave,

if

K1 < K2 < K3, (2.38)

constrained by the conservation of energy and enstrophy. In this case, the exponential

growth rate � of the secondary waves is proportional to the amplitude of the primary

wave and is given by (Qiu et al., 2013a)

� = a2

✓
B (K2, K3)B (K1, K2)

(K2
1 + f 2

0 c
�2) (K2

3 + f 2
0 c

�2)

◆1/2

. (2.39)

The study of this triad instability mechanism is possible in an idealized set-up com-

parable to the rectangular basin used in this study. Following Schopf et al. (1981) the

ray path of a westward propagating Rossby wave originating from a purely meridional

boundary can be calculated analytically in Cartesian coordinates. A fundamental

aspect of the ray tracing theory is the WKBJ (Wentzel-Kramers-Brillouin-Je↵reys)

approximation, which relaxes the requirement of a constant Coriolis parameter from

quasi-geostrophic theory (see Eq. 2.29) and thus allows for variations in f along the

ray path. This step is justifiable by the argument that changes in f act over much

larger spatial scales compared to the wavelengths considered here (Schopf et al., 1981).

Under the assumption of an equatorial �-plane (f = �yd) and an initially vanishing
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meridional wavenumber l, the path for a ray emanating from the initial meridional

position y0 at the eastern boundary (x0 = 0), is hence given as

x(t) = �
c

2!

✓
1�

4!2

c2
y20

◆
⇥ (2.40)

y(t) = y0 cos⇥ (2.41)

where ⇥ = �2!2t(kc)�1 and c is the gravity wave speed. The meridional wavenumber

evolves over time t as l(t) = �y0c�1 sin⇥. Using the generated Rossby wave frequency

! = !0, one can infer the initial zonal wavenumber k = k0 from the Rossby wave

dispersion relation

! =
��k

(k2 + l2 + f 2c�2)
(2.42)

Along the ray path the zonal wavenumber k and the frequency ! remain constant.

Calculating the ray paths for a range of initial latitudes, the Rossby wave caustic

becomes visible (Fig. 2.4a). All Rossby wave rays bend towards the equator, where

the energy is bundled around a focal point (Schopf et al., 1981; Claus et al., 2014).

Following Qiu et al. (2013a) it is then possible to calculate at every location along

the ray path the growth rate of all secondary waves (Fig. 2.4b) that fulfil the triad

conditions (Eq. 2.36) and are able to extract energy from the primary wave (Eq. 2.38).

If the growth rate becomes su�ciently large, the primary Rossby wave will break-up

due to “non-linear triad instability”.
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Figure 2.4: a) Ray paths (black lines) for Rossby waves emanating from the eastern
boundary with initially vanishing meridional wavenumber on an equatorial �-plane.
The blue dots show the annual progression of the waves along the path, forming
the typical Rossby wave front in the meridional direction. b) Secondary waves in
wavenumber space fulfilling the triad interaction criteria (Eq. 2.36) (black dots) at
the location specified by the orange square in a). The black cross marks the zonal
and meridional wavenumber of the primary wave, while the orange circle marks the
corresponding absolute wavenumber. Growth rates of secondary waves that are able
to extract energy from the primary wave (Eq. 2.38) normalized by the primary wave
amplitude are given by coloured dots. This figure is following Figure 13 of Qiu et al.
(2013a).

30



Chapter 3

Results

3.1 Model spin-up

Figure 3.1: Spin-up of the interface displacement (a-c) and tracer field (d-f) in the
rectangular basin after 6, 60, and 600 months, respectively. Note that the midpoint of
the diverging colorbar for the interface displacement is shifted to negative values, due
to the imposed annual cycle of initial mass reduction and subsequent replenishment
in the active layer. The initial low amplitude alternating interface displacement signal
in the north-west (a,b) is due to numerical errors.

In the following, the non-linear model spin-up is described for the rectangular basin
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Figure 3.2: Spin-up of the interface displacement (a-c) and tracer field (d-f) in the
Atlantic basin after 6, 60, and 600 months, respectively.

configuration (Fig. 3.1), but the description is almost identical for the Atlantic basin

(Fig. 3.2). The model is spun-up from rest, starting with a negative phase of the

forcing, i.e. an upward suction of the interface (Fig. 3.1a). As the forcing is set to have

an equatorial Kelvin wave structure, an eastward propagating equatorial Kelvin wave is

immediately excited. At the eastern boundary this Kelvin wave is reflected westwards

as a long equatorial Rossby wave, visible by the two local minima slightly removed from

the equator in the interface displacement after 6 months. Further, coastal Kelvin waves

propagate north and southward along the eastern boundary, exciting o↵-equatorial

Rossby waves (Fig. 3.1b). The Rossby wave fronts move westward into the interior

of the basin, where they grow unstable and shed isolated eddies, predominantly of

anticyclonic nature (Fig. 3.1c). The instability leading to the break-up of the Rossby
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wave fronts appears to be very similar to the resonant triad interaction mechanism

described by Qiu et al. (2013a), in which the non-linear interaction of Rossby waves

leads to the growing anomalies and finally to the break-up of the fronts (c.f. Section

2.3.5; Pedlosky (1987)). Once the westward propagating eddies reach the western

boundary, their energy is dissipated and they vanish in the so-called “eddy graveyard”

(Zhai et al., 2010). North of 40 °N, the eddies are formed directly at the eastern

boundary and their amplitude decreases on their way westwards (Fig. 3.1c). The

dynamical field is in a statistical steady state, once the Rossby waves or eddies at the

northernmost latitude have crossed the entire basin. The theoretical phase speed for

long Rossby waves cph = !/k ⇡ �c2f�2 derived from the dispersion relation (Eq. 2.42)

is slightly below 0.01m s�1 at 50 °N, and hence the dynamical spin-up is expected to

be finished after ⇠20 years.

Figure 3.3: Hovmoeller plots of a) the interface displacement and b) the zonal velocity
along 23 °N in the rectangular basin for a randomly chosen 10 year period in the spun
up state. The black line marks the 0 contour. West of ⇠20 °W, the regular Rossby
signal breaks up as the generated eddies start to shift latitudes in the turbulent regime.
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In the spun-up state the generated eddies follow a pathway more or less along a

line of latitude. In a Hovmoeller diagram of the interface displacement along 23 °N,

the westward propagation of the eddies is clearly visible with a propagation speed

similar to the long Rossby wave phase speed, which predicts 5.3 yr for the crossing of

the 80 ° wide basin (Fig. 3.3a). The interface displacement shows a regular oscillation

with an annual period east of 15 °W, corresponding to the stable Rossby wave fronts.

West of 15 °W the signal is subject to some modulations. Here, the Rossby wave

fronts have broken up and the interface displacement signal is carried by the westward

propagating eddies that undergo some modulation due to non-linear eddy interaction.

These irregularities are slightly more pronounced in the zonal velocity field (Fig. 3.3b).

However, the still discernible overall regularity in the westward propagation hints

towards eddy pathways that are somewhat aligned along a line of latitude.

Co-evolving with the dynamical field, the tracer is transported away from its source

region into the basin interior. In Figure 3.1d the tracer injection region along the

western boundary is clearly visible. The eastward flow associated with the immediate

Kelvin wave development creates an eastward growing tracer tongue. The lower tracer

values along the western boundary between 10 °N/S stem from the structure of the

forcing and the associated westward o↵-equatorial flow in geostrophic balance. After

60 months the first o↵-equatorial Rossby wave fronts/eddies have already reached the

western boundary, leading to a widening of the equatorial tracer tongue (Fig. 3.1e).

Eventually, the tracer field evolves into a state in which the equatorial tracer tongue

reaches all across the equator and has a large enough width, so that the tracer can be

transported by the flow along the fronts of the stable o↵-equatorial Rossby waves (Fig.

3.1f). The arrival of the eddies that propagate westwards more or less along the same

line of latitude leads to the formation of o↵-equatorial tracer tongues or filaments,

in which the tracer is passed on from one eddy to the next. Coastal Kelvin waves

propagate all around the basin, hence also westwards along the northern boundary,

manifesting themselves in a creation of a tracer tongue close to the northern boundary.
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In the Atlantic basin, the equatorial tracer tongue is not as pronounced, as the South

American continent prohibits the direct interaction between equatorial waves and the

tracer source (Fig. 3.2). Only through the arrival of the first o↵-equatorial signals at

the western boundary, the tracer is distributed into an equatorial tracer tongue and

into filaments due to the more or less coherent eddy streets. The tracer maximum at

the northern boundary observed in the rectangular basin is not visible in the Atlantic

model, due to the blocking position of Newfoundland, Canada. However, similar to

the rectangular basin, the tracer is transported along the Rossby wave fronts all the

way to the Canary islands. East of these wave fronts and north of the equatorial tracer

tongue a tracer minimum is established whose location is in general agreement with

the OMZ observed in the real ETNA (Fig. 1.2, discussed further in Chapter 4).

Figure 3.4: Spin-up of the tracer field in the Atlantic and rectangular basin. The
orange and green line represent the average over the entire domain, respectively, while
the blue line represents an average over the OMZ of Mauritania from 9 °N to 15 °N and
26 °W to 20 °W. A convolution of the time series with a 10 year kernel is superimposed
onto each time series. The monthly means shown here are based on thickness-weighted
averages Ĉ.

The tracer field takes much longer than the dynamical field to be spun-up. Shown

in Figure 3.4 is the temporal evolution of the tracer inventory of the entire model.

It becomes obvious that the spin-up for the tracer is only finished after about 150
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years. The long duration of the tracer spin-up is related to the long time scale of the

tracer consumption J�1 and the overall consumption being proportional to the tracer

concentration. Even in the spun-up state the overall tracer content is not constant,

but shows some fluctuations. Integrated over the whole rectangular basin the tracer

content carries a standard deviation of about 0.7% around the mean value of 0.57.

The total Atlantic basin has a mean concentration of 0.52 with a standard deviation

of 0.51% of this value. In the OMZ of the Atlantic basin, the mean tracer concentration

is lower with 0.37 but carries a larger variability of 2.88%, which is rather linked to the

smaller averaging region than linked to enhanced variability in the OMZ (see Section

3.5).

3.2 Statistical mean state

3.2.1 Mean fields

As shown in the previous section, the last 80 years of model integration are well within

the spun-up state. Hence, Fig. 3.5 shows the mean state calculated over this period for

the rectangular basin. The interface displacement shows zonally elongated ridges and

troughs, with the highest amplitudes of 45m (peak-to-peak) found north of 30 °N (Fig.

3.5a). In this latitude band the ridges and troughs extend all the way to the eastern

boundary, while they only appear further west closer to the equator. Zonally elongated

zonal velocity bands populate the basin (Fig. 3.5c), which are in geostrophic balance

with the mean interface displacement field. The zonal velocity is intensified close to

the eastern longitude of their emergence. While the mean interface displacement shows

weaker amplitudes close to the equator, the zonal currents are most prominent around

an equatorial eastward current of more than 5 cm s�1, which can be explained by the

vanishing Coriolis parameter close to the equator and hence the higher e↵ectiveness

of lower pressure gradients to drive geostrophically balanced currents. The meridional
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Figure 3.5: Mean fields of the a) interface displacement, b) tracer concentration and
c) zonal and d) meridional velocity components in the rectangular basin for the last 80
years of model integration. The interface displacement is averaged in a normal sense,
while b-d) show thickness-weighted averages.

velocity hardly shows any signal in the interior of the basin, except near and especially

on the equator, where zonally alternating mean velocities of 1 cm s�1 are rectified (Fig.

3.5d). The mean tracer field (Fig. 3.5b) shows a pronounced equatorial oxygen tongue,

with a secondary maximum at around 10 °N/S on each hemisphere respectively, clearly

visible at 20 °W. Two pronounced tongues are further established at around 32 °N and

40 °N, which are in the region of the intense tracer filaments visible in an instantaneous

snapshot (Fig. 3.1f). A tracer minimum is observed on the eastern side of the basin,

centred at 20 °N and 10 °E, i.e. close to the eastern boundary. To its west, a ridge

of higher tracer concentrations stretches from the equatorial secondary maximum into

the north-eastern corner of the basin. The position of this ridge corresponds to the

location of emergence of the zonal current bands.
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Figure 3.6: Mean fields of the a) interface displacement, b) tracer concentration and
c) zonal and d) meridional velocity components in the Atlantic basin for the last 80
years of model integration. The interface displacement is averaged in a normal sense,
while b-d) show thickness-weighted averages.

In the Atlantic basin, the overall picture is similar with some intensified patterns.

The zonal current bands show stronger velocities north of 25 °N, associated with

stronger peak-to-peak amplitudes of the ridges and troughs in the interface displace-

ment (Fig. 3.6a,c). Between 25 °N and about 10 °N, the zonal current bands stretch

from the western boundary all the way to the African continent with zonally constant

strength of about 1 cm s�1. Along the African coast small intensified mean zonal and

meridional velocity signals appear in association with capes or other pronounced topo-

graphic features. Also the Cape Verde Islands or the Canary Islands seem to influence

the flow field (Fig. 3.6c,d). Around the equator, the zonal velocity reaches a global

maximum with flow amplitudes of over 5 cm s�1. This maximum is most pronounced

at the western boundary, again with an eastward current situated directly on the equa-
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tor. The zonally alternating meridional velocity signal is again present on the equator

with over 5 cm s�1, hence larger amplitudes compared to the rectangular basin. The

equatorial tracer tongue is much weaker in the Atlantic basin (Fig. 3.6b), but still

a local tracer minimum is observed directly north of it o↵ the Mauritanian coast, as

already foreseen in the spin-up (Fig. 3.2f). Its western boundary is again marked by

a slanted gradient in tracer concentration reaching from the Canary Islands past the

Cape Verde Islands into the interior of the basin.

3.2.2 Variability

Figure 3.7: a) Standard deviation of the interface displacement and b) thickness-
weighted standard deviation of the tracer content for the last 80 years in the rectan-
gular basin. Panel c) and d) show the root mean square zonal and meridional velocity
for the same period, respectively.

In their spun-up states the models exhibit a pronounced variability, which is mostly

marked by the annual period forcing, but also contains fluctuations on other temporal
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scales (further analysed in Section 3.5). The standard deviation field of the interface

Figure 3.8: Standard deviation of a) interface displacement and b) tracer content for
last 80 years in the Atlantic basin. Panel c) and d) show the root mean square zonal
and meridional velocity for the same period, respectively. The standard deviations for
the horizontal velocities (not shown) carry a similar amplitude and structure to the
root mean square fields.

displacement in the rectangular basin carries the clear imprint of the regular Rossby

wave fronts with a spatially coherent standard deviation of about 50m (Fig. 3.7a) on

the eastern side of the domain. West of the frontal break-up line, the imprint of the

zonal current bands is visible, with tongues of increased variance emanating from the

break-up line and decreasing amplitude further west, in agreement with the weakening

eddy amplitude towards the west (Fig. 3.1c). Predominantly the zonal and also to

a lesser degree the meridional velocity variability is enhanced along the equator and

around the break-up of the Rossby wave fronts, displayed by their root mean square

velocity in Fig. 3.7c,d. The tracer shows its most predominant variability at the

eastern edge of the tracer source region, where tracer is removed and transported into
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the basin interior by the impinging eddies, and constantly replenished afterwards (Fig.

3.7b). Increased tracer variability is further maintained along the zonal current bands.

Another hotspot of tracer variability is located eastward/equatorward of the break-up

of the stable Rossby wave fronts, related to the annual tracer tongues forming along

the stable fronts.

In the Atlantic basin the general picture is similar (Fig. 3.8), with the di↵erence

that the interface displacement shows a larger standard deviation of up to 50m across

the basin from the equator up to 20 °N, highlighting that the Rossby wave fronts in

this latitude bands do not fully disintegrate on their way west (Fig. 3.8a). In fact,

snapshots of the interface displacement show coherent Rossby waves front signals across

the entire Atlantic (Fig. 3.2b,c). The tracer variability around the tracer minimum o↵

the Mauritanian coast also di↵ers from the rectangular case. The northern boundary of

the tracer minimum migrates annually by ⇠5 ° along the African coast (about between

17 °-22 °) in accordance with the shedding of Rossby waves (not shown). Its imprint is

visible in the increased variance in tracer concentration around 20 °N o↵ the African

coast (Fig. 3.8b). The southern and western boundary of the tracer minimum region

are also marked by slightly increased variability, with a maximum in variance around

5 °N and 30 °W, respectively.

3.3 Zonal current bands - their meridional scale

and dynamics

The zonal current bands visible in the temporally averaged zonal velocity fields (Fig.

3.5 and 3.6), from here on synonymously referred to as (latent) zonal jets, exist pre-

dominantly in the region of the non-linear eddies. Especially north of 30 °N, the eddies

seem to propagate along the same lines of latitude, so that in the temporal average

strong zonal current bands are rectified. Further south, the non-linear eddies interact
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with each other, causing them to shift latitudes during their westward propagation.

This is reflected by weaker mean zonal jets, especially in the Atlantic basin. In the

Atlantic basin, the zonal jets also exist, although weak, in the region of the tracer

minimum, which is located east of the region where the Rossby wave fronts break up

into eddies. In the rectangular basin, they generally appear only to the west of the

Rossby wave break-up. However, closer to the equator the zonal jets also exist in

regions where the Rossby wave fronts are still stable. In the rectangular basin their

presence is especially visible around the equator at 15 °W (Fig. 3.5c).

Figure 3.9: a) Thickness-weighted mean and b) thickness-weighted standard deviation
of zonal velocity as a function of the averaging period at 23 °W in the Atlantic basin.
The start point is arbitrarily chosen to be at year 160 of the model integration. The
averaging period is increased monthly until the end of the model run.

To better understand the zonal current bands that ultimately a↵ect the tracer dis-

tribution in the model, this section analyses the dynamics behind their formation,

comprising an analysis of their meridional scale. A first idea of their rectification time

scale is given by Fig. 3.9a, which shows the mean zonal velocity for varying averaging

periods at 23 °W in the Atlantic basin, arbitrarily chosen to begin at year 160 of the

model integration. Spanning the latitudinal range from the equator to 30 °N, three

di↵erent regions are shown: the equatorial region, the tracer minimum region and the

region north of 25 °N, marked by stronger zonal jets. Thereby, only the northern-

most region is already marked by westward propagating non-linear eddies. The two
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regions to the south are marked by still stable Rossby wave fronts. Averaging the

zonal velocity over less than 20 years leads to zonal jets slightly varying in latitude,

depending on the averaging length. This behaviour is mostly visible around 10 °N,

where the eastward velocity signal meanders by 1 ° in latitude. Averaging periods of

more than 20 years lead to consistent zonal jets, with only minor variability in struc-

ture and strength. Correspondingly, the standard deviation of the zonal velocity signal

increases with averaging periods up to 20 years and remains about constant for longer

averaging periods (Fig. 3.9b).

Figure 3.10: a) Meridional wavenumber spectra for the zonal velocity in the rectangu-
lar basin at three di↵erent longitudes (40 °W, 15 °W and 10 °E), for which the Fourier
transform was calculated at each time step over the last 80 years of model integration
and subsequently averaged. The corresponding spectral density peaks are at wave-
lengths of 648 km, 707 km and 555 km, respectively. Given by the vertical dashed lines
is the range of baroclinic Rossby radii of deformation within the domain. The smallest
is found at the maximum latitude (LRomin

) and the largest is given by the equatorial
Rossby radius of deformation (LRoeq

). b) The Rhines scale dependent on latitude at
the three di↵erent longitudes and the zonal mean. The baroclinic Rossby radius, with
its equatorial definition around the equator, is given by the dashed red line.

Calculating a mean meridional wave spectrum of the zonal velocity field in the

rectangular basin reveals dominant wavelengths of around 650 km to 700 km for lon-

gitudes where the zonal jets are fully developed (Fig. 3.10a). In the eastern part of

43



CHAPTER 3. Results

the basin, where the zonal jets exist only in the northernmost latitudes, the dominant

wavelength is at around 550 km. In all cases, the dominant wavelength exceeds the

baroclinic Rossby radius of deformation, which ranges in the domain from ⇠25 km at

50 °N to 245 km on the equator (Fig. 3.10b). Hence, the jets and correspondingly the

eddies that lead to their rectification are generally wider than first mode baroclinic

eddies typically found in these latitudes.

Another theoretical length scale associated with the meridional scale of zonal jets

resulting from geostrophic turbulence on a �-plane is the Rhines scale (see Equation

2.26 for its definition). To compare the meridional scale of the zonal jets from the

rectangular basin model run to this theoretical concept, the Rhines scale is calculated

at the same longitudes for which the meridional wave spectra were estimated (Fig.

3.10b). It shows for all longitudes a maximum at the equator ranging from 66 km

to 163 km, with smaller values on the eastern side of the basin, where the zonal rms

velocity is lower (Fig. 3.7c). Moving away from the equator, the computed Rhines

scale decreases almost linearly for the two western longitudes (40 °W, 15 °W) down to

15 km at around 45 °N. At 10 °E the Rhines scale is computed to be relatively constant

around 35 km north of 10 °N. The zonally averaged Rhines scale shows properties

corresponding to the western longitudes, i.e. to the fully developed zonal jet system.

For all computed scales, the imprint of the zonal jets is visible by the meridional

oscillations in the zonal rms velocity field (Fig. 3.7c). In comparison with the Rossby

radius of deformation, the computed Rhines scale is smaller within the equatorial band

up to 15 °N/S, but is roughly similar outside of this region. Overall, the computed

Rhines scales are similar to the Rossby radius of deformation and are hence smaller

than the dominant meridional wavelengths diagnosed from the mean zonal velocity

field.

As the zonal jets have been shown to be rectified by Rossby waves and non-linear

eddies (Fig. 3.9a), their meridional scales or wavelengths are likely to be tightly
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connected. In a study by Qiu et al. (2013a), non-linear resonant triad interaction has

been suggested to be the responsible mechanism behind the break-up of the Rossby

wave fronts. Thereby, the wavelengths of the most unstable secondary waves involved

in the instability process appear to set the resulting eddy size. In the following, the

resonant triad instability process is analysed in order to compute these meridional

length scales.

Figure 3.11: a) Growth time scales of the most unstable secondary waves in the reso-
nant triad interaction along Rossby wave ray paths on a �-plane. b) Propagation time
scale of the primary Rossby wave along the ray paths. Note the di↵erent colorbar in
comparison to a). c) Comparison of the growth time scales and local propagation time
scale from a) and b). The boundary is marked by the black-white dashed line. d)
Snapshot of the zonal velocity u in the rectangular basin at the end of the model run
for the northern hemisphere. The black-white dashed line is the same as in c) but is
projected into spherical coordinates (see text for details). In all panels the two black
lines mark phase lines of the Rossby wave fronts. In d) these lines are again projected
into spherical coordinates for consistency.

Following the instability analysis described by Pedlosky (1987) and Qiu et al. (2013a)
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(c.f. Section 2.3.5), the growth rates � (or their inverse, i.e. the growth time scales)

of the most unstable secondary waves are computed along the ray paths of primary

Rossby waves on a �-plane. Figure 3.11a shows the growth rates of the most unstable

short secondary waves (Eq. 2.39), assuming the amplitude a2 of the primary wave to

be 75m, which corresponds to about
p
2 times the standard deviation of the interface

displacement field along the eastern boundary (Fig. 3.7a), which is solely governed by

the annually oscillating wave signal that propagates along the eastern boundary. The

growth time scale decreases along the ray path, corresponding to ever larger growth

rates, implying that the primary wave grows more and more unstable. The ray paths

emanating from northern latitudes are subject to larger growth rates and hence exhibit

more unstable waves, while the ray paths remain more stable on their way west closer

to the equator. Note that due to the distorted wave front shape (see phase lines in

Fig. 3.11a), it is not obvious from Fig. 3.11a that the waves close to the equator

remain more stable over a longer period of time. A threshold as to when the primary

wave is said to break-up is given by the local propagation time scale of the Rossby

wave front. This time scale is given by 2⇡ (K2cg)
�1, where K2 = (k2 + l2)1/2 is the

total wavenumber of the Rossby wave and cg =
�
(@!2/@k2)

2 + (@!2/@l2)
2�1/2 is the

group velocity derived from the Rossby wave dispersion relation (Eq. 2.42). When the

growth time scale is larger than the local propagation time scale, the triad instability

mechanism is too weak to extract energy from the primary wave while it propagates

westwards. If the growth time scale is smaller, the secondary waves grow quicker than

the primary wave can propagate westward, hence breaking up the primary wave front.

Thus, the location of the breakdown of the primary wave front is expected to be where

��1 = 2⇡ (K2cg)
�1 (Qiu et al., 2013a). Figure 3.11b shows the local propagation time

scale along the ray paths with faster waves towards the equator. In Fig. 3.11c the

location of expected break-up is finally diagnosed by comparing the time scales. The

break-up line runs from the north-east of the basin to the south-west and is even more

slanted than the lines of the same Rossby wave phase in the north-eastern corner. In
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fact, the theory predicts the Rossby wave fronts north of ⇠37 °N to be immediately

unstable at the eastern boundary, before propagating into the interior. Projecting and

imposing this break-up line, derived from theoretical considerations on an equatorial

�-plane in Cartesian coordinates onto a snapshot of the zonal velocity (Fig. 3.11d) in

spherical coordinates, shows a general agreement with the emergence of the eddies from

the Rossby wave fronts. The projection has thereby little e↵ect on the exact position

of the line. This result suggests the resonant triad interaction to be the responsible

instability mechanism, at least north of ⇠10 °N. South of this latitude the Rossby wave

fronts seem to pass too quickly through the 80 ° wide basin, leaving not enough time

for the instability process to kick in.

Figure 3.12: a) Meridional wavelengths of the primary wave (orange), the most unsta-
ble short secondary wave (green) and the corresponding long secondary wave (blue)
undergoing triad interaction at the break-up line of the Rossby wave front for a pri-
mary wave amplitude of a2 = 75m. b) Location of the Rossby wave front break-up
and meridional scales of the most unstable short secondary waves 2⇡|l3|�1 that extract
energy from the primary wave for four di↵erent amplitudes of the primary wave a2 =
25m, 50m, 75m and 100m. The scatter markers carry an orange edge for the a2 =
75m case.

In a next step, it is then possible to infer the wavelength of the most unstable sec-

ondary waves at the moment of the break-up of the Rossby wave front (Fig. 3.12a).

The energy of the primary wave will be mostly transferred to this wavelength and

hence set the size of the emerging eddies. The wavelengths of the most unstable short

secondary waves at the break-up location of the Rossby wave fronts range between
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206 km to 708 km, with a mean value at around 500 km and their peak at 38 °N. The

corresponding long secondary waves participating in the wave triads show wavelengths

up to 1070 km peaking at around 30 °N (Fig. 3.12a). Overall, the wavelengths of the

secondary waves correspond well to the dominant wavelengths found by the merid-

ional wavenumber spectrum. While the most unstable short secondary waves exhibit

wavelengths smaller than 500 km south of 25 °N and thus appear to be too small, the

wavelengths of the corresponding long waves drop below 1000 km and mark 610 km

at 8 °N, implying that within the latitudes closer to the equator, the long secondary

waves might be responsible for setting the eddy size. However, as visible in Fig. 3.11d,

the Rossby wave fronts hardly break up within 10 ° around the equator. Thus, the

triad instability mechanism does not have enough time to extract energy and transfer

it to short secondary waves. Hence, the diagnosed meridional scale of the zonal jets as

visible in Fig. 3.5c is set by the still stable Rossby wave fronts and not the secondary

waves, as these are still too little developed on their way across the basin.

As pointed out by Qiu et al. (2013a), the meridional scale of the most unstable

secondary waves is also dependent on the primary wave amplitude, as the growth

rates of the secondary waves is proportional to the primary wave amplitude (Eq.

2.39). Lowering the primary wave amplitude shifts the line of break-up further to the

west and at the same time decreases the meridional wavelength of the most unstable

short secondary waves (Fig. 3.12b). Doubling the primary wave amplitude from 50m

to 100m leads to an eastward shift of the line by about 3 ° and increases the overall

secondary wavelengths by 100 km to 200 km.

The complexity of the eastern boundary structure hinders a similar conceptual ap-

proach for the eddy generation in the Atlantic basin, as the ray theory developed by

Schopf et al. (1981) does not account for realistic coastlines. However, the resonant

triad mechanism has been suggested to be active in the Pacific (Qiu et al., 2013a) and

is also likely to be active in the Atlantic configuration, thus generating the eddies in
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a similar way as described for the rectangular basin. Based on the above presented

analysis, the zonal jets west of the Rossby wave front break-up are strongly linked to

the non-linear triad instability mechanism, in both the rectangular and Atlantic basin.

Neither the equatorial jets that extend far east in the rectangular basin, nor the weaker

zonal jets in the region of the Atlantic tracer minimum can hence be directly related

to this process. The former seem to be purely related to the stable Rossby wave fronts

that are able to stretch across the entire basin. They form around the eastward equa-

torial mean current, which can be understood as a rectification of the annually excited

eastward Kelvin wave. The zonal jets in the tracer minimum region in the Atlantic

are most likely the rectification of westward travelling disturbances in the interface

displacement field of the Rossby waves induced by topographic features of the African

coastline.

3.4 Tracer budget

Following the dynamical analysis of the zonal jets, their impact on the tracer trans-

port through the basin will be analysed in the following section. Applying thickness-

weighted averaging to the advection-di↵usion model (Eq. 2.7) leads to the tracer

budget as given in Eq. 2.20. The tendency of the tracer content on the time scale cor-

responding to the averaging period can hence be estimated as a sum of the advective

flux convergence, the di↵usive flux convergence, the restoring terms acting as a source

and sink as well as the forcing term. Figure 3.13 shows the fields of the individual

terms of the tracer budget for the rectangular basin. The conceptual view obtained

from the budget is that along the western boundary the relaxation (Fig. 3.13l) is

balanced by the total advective flux convergence which transports the tracer into the

ocean interior (Fig. 3.13j). There the advectively driven accumulation of tracer is

mainly balanced by the consumption (Fig. 3.13k), with only minor smoothing e↵ects

from the di↵usive flux convergence, accented in the region of the very pronounced oxy-
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Figure 3.13: Tracer budget terms for the last 80 years of model integration in the
rectangular basin. See the panel labelling for the individual panel content, whereby
“c.” abbreviates “convergence”. The decomposed advective terms a) and b), d) and
e), g) and h) are summed in c), f) and i) respectively or summarized in j). Note the
di↵erent colorbar in the lower 6 panels. 50
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Figure 3.14: Classification of the eddy mixing term in a di↵usive part (a,c) and an
advective part (b,d) in the rectangular basin (a,b) and the Atlantic basin (c,d). The
di↵usive part, i.e. the flux across lines of constant concentration, is estimated by
projection of the eddy mixing term onto the gradient of the thickness-weighted average
of the tracer field. The projection onto the gradient rotated by 90 ° yields the advective
part along lines of constant concentration. The projections normalized by the norm
of the gradient are given by the colour coding, while the thickness-weighted tracer
concentration is given by contour lines. The contour lines are spaced by 0.05 and the
contour line thickness is proportional to the tracer concentration.

gen tongues in the northern part of the basin (Fig. 3.13n). The forcing term only has

some minor impact along the equator (Fig. 3.13m). In a spun-up state, the tendency

of the tracer content should vanish with ever longer averaging periods. Indeed, the

tendency estimated as the sum of all terms is close to zero for the 80 yr averaging

period, with some low-amplitude exceptions just east of the tracer source region (Fig.

3.13o), where high variance in the tracer concentration is present (c.f. (Fig. 3.7b)).

A more thorough analysis of the total advective flux convergence reveals that each

component contributing to the total advective flux convergence has a much stronger
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amplitude than the budget terms discussed above and that the individual components

cancel each other out to a large degree, leaving the moderate amplitude total advec-

tive flux convergence as a residual. The largest amplitudes are given by the zonal and

meridional mean flux convergence (Fig. 3.13a,b), which exhibit latitudinally alternat-

ing zonally elongated structures corresponding to the zonal jets, which on the northern

hemisphere are slightly tilted from the north-east to the south-west, with their east-

ern end corresponding to the break-up line of the Rossby wave fronts as described in

Section 3.1 and deduced theoretically in Section 3.3. East of the break-up line some

weaker alternating features exist with an opposite tilt. The zonal and meridional mean

flux convergences are of similar amplitude, so that due to cancellation the total mean

flux convergence is somewhat weaker, exhibiting clear latitudinally alternating zonal

structures in the western part of the basin (Fig. 3.13c) and some reduced equatorial

signal. The cancellation along the Rossby wave front break-up line is almost per-

fect, leaving hardly any total mean flux convergence. Interestingly, even though the

basin interior is populated by eddies, the zonal and meridional eddy flux convergences

(Fig. 3.13d,e) are much weaker than the mean flux convergences throughout the basin.

They further cancel out each other, so that the total eddy flux convergence (Fig. 3.13f)

makes hardly any contribution to the total advective flux convergence, with an excep-

tion on the equator. The eddy mixing term however seems to play a larger role. The

total eddy mixing exhibits (Fig. 3.13i) similar to the total mean flux convergence a

meridionally alternating jet structure, but slightly o↵set and of opposite sign, so that

the sum of the two leads to the spatially coherent field of the total advective flux

convergence (Fig. 3.13j). The zonally coherent signal in the eddy mixing term in the

western part of the basin is rooted in its meridional flux convergence (Fig. 3.13h),

while the zonal component only plays a role around the equator (Fig. 3.13g).

As already described in section 2.3.2, the nature of the eddy mixing term can be both

advective and di↵usive. To classify the eddy mixing term diagnosed here, a projection

of the eddy mixing term onto the gradient of the thickness-weighted average of tracer
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Figure 3.15: Tracer budget terms for the last 80 years of model integration in the
Atlantic basin. See the panel labelling for the individual panel content, whereby “c.”
abbreviates “convergence”. The decomposed advective terms a) and b), d) and e), g)
and h) are summed in c), f) and i) respectively or summarized in j). Note the di↵erent
colorbar in the lower 6 panels. 53
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content is performed. This way, the di↵usive part is determined, while a projection

onto the gradient rotated by 90 ° yields the part that is directed along lines of constant

concentration, i.e. the advective part. Figure 3.14a,b shows that a clear distinction

cannot be made between the di↵usive and advective part with the flux being seemingly

equally strong across as along isolines, especially in the western part of the basin. The

fact that the di↵usive part of the flux is almost entirely directed down the tracer

gradient thereby suggests that it is a genuine di↵usive flux. In the centre of the basin

in the northern hemisphere the advective part is dominant. This also applies to the

edges of the equatorial tracer tongue. Along the break-up line of the Rossby wave

fronts, the eddy mixing term is composed of both advective and di↵usive parts. To

summarize the analysis of the advective flux convergence components, the main terms

in establishing the northern hemisphere total advective flux convergence are the zonal

and meridional mean flux convergence as well as the meridional component of the eddy

mixing term. For the latter a clear identification as either advective or di↵usive process

is not possible. As the di↵usive part of the eddy mixing term is mostly directed down

the tracer gradient it qualifies as a genuine di↵usive flux.

The main results of the rectangular basin tracer budget apply to a large extent

also to the Atlantic basin (Fig. 3.15). The biggest di↵erence is that the region in

the eastern part of the basin, i.e. o↵ the north-west African coast, the zonal and

meridional components of the mean advective flux convergence still exhibit strong

latitudinally alternating zonally elongated structures (Fig. 3.15a,b). However in the

total mean advective flux convergence the structures cancel out to a large degree,

leaving weaker zonally elongated structures, reaching from the basin interior up to

the western boundary of the region with locally minimum tracer concentration (Fig.

3.15c). These structures are again balanced by similar structures in the meridional flux

convergence associated with the eddy mixing term (Fig. 3.15h). Along the western

boundary of the tracer minimum region, the eddy mixing term is again composed of

both an advective and di↵usive part (Fig. 3.14c,d). The overall results show that there
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is no dominant process that transports tracer well into the tracer minimum region. The

rather weak total advection of tracer into the region o↵ the north-west African coast

is thereby the reason for the establishment of the tracer minimum region.

3.5 Variability of the zonal jets and the associated

tracer variability

Figure 3.16: Mean power spectra at locations arranged in a 10 °⇥10 ° grid across the
Atlantic basin for the last 240 years of model integration. Per location, four power
spectra are calculated for a period of 1024 months with an overlap between sub-samples
of 409 months. The spectra are consequently averaged to improve the signal-to-noise
ratio. The inset panels are centred at the location of the corresponding time series and
are labelled by their coordinates. On the African continent an example panel shows
the axis labelling pertinent to all panels and contains for orientation the -2, -1 and 0
power laws, which appear linearly in the log-log plot.

Judging from Fig. 3.8b there is increased variability in the tracer field throughout
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large parts of the Atlantic basin. Thereby, areas such as the boundaries of the tracer

minimum region o↵ the north-west African coast are marked by increased variance.

Conducting spectral analysis of the tracer time series at selected locations across the

basin reveals further information about the associated time scales. Figure 3.16 shows

power spectra of the tracer time series at single point locations, arranged in a regular

10 ° by 10 ° degrees grid. It reveals that the periodicities of the tracer variability show

a strong dependency on the location. Time series around the equator (5 °N and 5 °S)

show a general “white” behaviour, i.e. similar power distributed across all frequency

bands, with a pronounced peak in the annual period and its shorter harmonics (half

year period etc.), linked to the annual forcing period acting on the equator.

Along the eastern boundary, the annual period signal is still well visible, in con-

junction with the passage of annual Kelvin waves. However, the “white” behaviour

observed at the equator for time scales longer than annual period is changed to a

“pink” behaviour. The power increases towards longer periods roughly following a �1

power law. At 20 °W, 15 °N, i.e. in the centre of the tracer minimum region, the power

on the longest diagnosed period (⇠85 yr) is comparable to the annual peak. Moving

into the ocean interior away from the equator, the relative strength of the annual peak

weakens, showing almost no peak close to the western boundary or in the well devel-

oped eddy field. There the power is generally plateauing on periods longer than the

annual period. In summary, despite the solely annual period forcing, spectral analysis

reveals variability of the tracer field on longer time scales. In general, no dominant

period is discernible for interannual to multidecadal periods. However, especially the

region along the eastern boundary, and with it the tracer minimum region, seems to

be prone to variations on interannual to multidecadal time scales.

Despite the “pink” behaviour in the tracer minimum region for interannual periods,

the overall power in variability seems to be damped. Further, the tracer concentra-

tion averaged in the region of the ETNA OMZ (chosen as 9 °N to 15 °N and 26 °W to
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20 °W corresponding to Brandt et al. (2015)) only shows some low amplitude temporal

variability (Fig. 3.4). Because spatial averaging dampens the tracer variance, the vari-

ability of the tracer concentration is analysed in more detail along the 23 °W section.

Figure 3.17 shows the velocity and tracer field along 23 °W, split up in its thickness-

weighted mean state and the corresponding anomalies over the last 240 yr of model

integration. The mean state shows the tracer minimum zone between 8 °N and 15 °N

Figure 3.17: Thickness-weighted averages of a) zonal velocity, c) meridional velocity
and e) tracer concentration over the last 240 years of the Atlantic basin model in-
tegration and the temporal evolution of the corresponding anomalies (b, d, f). The
anomalies are convolved with a 4 year (i.e. 49 month) kernel to remove the strong sea-
sonal cycle. Irregularities and black lines at around 17 °N are caused by the presence
of the Cape Verde Islands.

(Fig. 3.17e). To the south at around 6 °N, it is bounded by an eastward mean current

with a strength of 1.5 cm s-1, while a secondary eastward mean current of 0.5 cm s-1
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is present at 10 °N. In between, a westward current of 1.5 cm s-1 is established (Fig.

3.17a). At the same time, the meridional component also exhibits a latitudinally alter-

nating velocity signal, although fivefold weaker in amplitude (Fig. 3.17c). Removing

the strong annual cycle by lowpass-filtering with a 4 yr kernel reveals interannual to

multidecadal variability in the velocity field (Fig. 3.17b,d). North of 20 °N, the zonal

velocity field is marked by intensification and weakening of the pronounced zonal cur-

rents bands. At times, a latitudinally propagating signal is observed such as at year

210 or 330. While an intensification/weakening hints towards eddies of larger/weaker

amplitude, a propagating anomaly must correspond to a latitudinal modulation of the

westward eddy pathway. There is hardly any variability on time scales longer than

the lowpass filter period around the Cape Verde Islands, but it increases again in the

area of the tracer minimum and shows many latitudinally propagating signals of the

zonal current bands. Both the zonal and meridional velocity anomalies are of the same

order of magnitude as the mean velocities. Hence, the meridional velocity anomalies

are a lot weaker, without showing any coherent signals on time scales longer than the

lowpass filter period. As the tracer concentration is solely set by the transport through

the mean velocity field and as the consumption term is acting on much longer time

scales than the lowpass filter period, the interannual variability in the current field

must a↵ect the tracer field as well. Indeed, Fig. 3.17f shows tracer anomalies ranging

up to 5% in amplitude of the corresponding mean value that appear consistently over

multiple periods reaching from interannual to multidecadal time scales. In the region

of the tracer minimum the anomalies reach up to 3%. Establishing a direct link be-

tween the tracer anomalies and the zonal velocity anomalies is however rather di�cult.

While the positive anomalies at 10 °N between years 300 to 350 are accompanied by

a northward propagation of the zonal current anomalies, a similar connection is not

visible for the positive anomalies beginning in year 250.
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3.6 Comparison with observed oxygen trends

Figure 3.18: a) The thickness-weighted mean tracer distribution in the shallow water
model (black line) and the mean oxygen field at 500m to 800m depth (solid orange
line) obtained from the World Ocean Atlas (WOA) (Garcia et al., 2014) (see Fig. 1.1
for details) along 23 �W. The scaling factor calculated as the ratio between the observed
and modelled oxygen/tracer concentration is given in units of µmol kg-1 by the dashed
orange line. b-f) Distributions of all possible linear decadal trends of the modelled
tracer computed along 23 �W over the last 240 years of model integration (grey bars),
sorted into 5 bins between 4 °-14 °N. The units of µmol kg-1 per decade stem from using
the scaling factor from a). Gaussian normal distributions (red dashed curve) are fitted
to the distributions. The horizontal grey lines and the black circle show the mean
plus/minus one standard deviation. The median is given by the grey cross and the 2.5
and 97.5 percentiles are given by the grey squares. The mean decadal oxygen trends
at 500-800 m depth for the same bins and their corresponding uncertainties from Hahn
et al. (2017) are given in blue.

To put the strength of the tracer anomalies in the Atlantic set-up of the shallow

water model in relation with the oxygen variability observed in the real ocean, trends

in both contexts are compared. One observational reference are the decadal oxygen

trends established for the lower OMZ at depth 500m to 800m along 23 °W by Hahn

et al. (2017). To facilitate a comparison between the model results and the observed

trends in the real ocean, the tracer concentrations in the model are scaled to concen-
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trations in units of µmol kg-1. The scaling factor is therefore calculated as the ratio

between the mean observed oxygen concentration between 500m to 800m, obtained

from the World Ocean Atlas data (see Fig. 1.1), and the model mean tracer concen-

tration, both along 23 °W (Fig. 3.18a). The scaling factor varies with latitude and

ranges between 205µmol kg-1 to 245µmol kg-1 in the latitude range between 4 °N and

14 °N. Subsequently, linear decadal trends of the modelled tracer concentrations can

be calculated in units of µmol kg-1 per decade. Therefore, the trends are calculated

at every grid point and for all possible starting points in time over the last 240 years

of model integration. The obtained trends are then sorted into five bins between 4 °N

and 14 °N of 2 ° latitudinal width. In each bin a nearly Gaussian shaped distribution of

trends is obtained with the mean and median value situated at 0µmol kg-1 per decade

(Fig. 3.18b-f), in agreement with the spun-up state of the model. The width of the

distribution, e.g. given by the 2.5 and 97.5 percentile, decreases with increasing lat-

itude from ±6µmol kg-1 per decade in the 4 °N-6 °N bin to ±4µmol kg-1 per decade

in the 12 °N-14 °N bin. The narrowing of the distributions is thereby outweighing the

e↵ect from the coinciding decrease in the scaling factor, indicating a real decrease in

decadal variability towards the centre of the ETNA OMZ.

Comparing the obtained trend distributions with the observed decadal trends from

Hahn et al. (2017) shows a generally good agreement. For three latitude bins (4 °N-

6 °N, 6 °N-8 °N, 10 °N-12 °N) the observed trends lie within 95% of the modelled trends.

In the latitude bins 8 °N-10 °N and 12 °N-14 °N the observed trends are slightly larger

than the 97.5 ° percentile, but are still represented in the modelled trend distribution.

Incorporating the uncertainty of the observed trends, they can also lie within 95% of

the modelled trends. Hence, all observed trends might be possible realisations of the

modelled trends.

The decadal trends diagnosed from Hahn et al. (2017) are in line with the findings

by Brandt et al. (2015), who diagnose for a larger region in the ETNA OMZ (9 °N-
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Figure 3.19: Histogram of all linear trends of the tracer concentration in 26 °W-20 °W
and 9 °N - 15 °N over a time period of (a) 54 years and (b) 8 years for the last 240 years
of model integration. The tracer fields were projected pointwise onto two dimensional
mean oxygen fields similar to Fig. 3.18 retrieved from the World Ocean Atlas (Garcia
et al., 2014) (see Fig. 1.1 for details) for the depth ranges of 150m to 300m and 350m
to 700m, corresponding to the depths of the trends analysis by Brandt et al. (2015) for
the upper and lower OMZ (Fig. 1.3). Their trends and corresponding uncertainties
over the periods 2006-2013 and 1900-2013 are included. For the latter, most data is
available between 1960 and 2013 and is hence compared with a 54 year period.

15 °N and 26 °W-20 °W) an increase in mean oxygen in the lower OMZ between 2006

and 2013. However, Brandt et al. (2015) also find that the lower OMZ is marked by a

decrease in oxygen over much longer time scales. Even though the authors state that

the negative trends apply to the period 1900-2013, almost all data is available only

after 1960. Hence, to also compare the observed trends in the entire OMZ with the
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modelled trends, two periods are analysed: a 54 year period, corresponding to the years

1960-2013, and an 8 year period, corresponding to 2006-2013. To scale the modelled

tracer field to concentrations in µmol kg-1, a scaling factor similar to the one given in

Fig. 3.18a is used. It is again a ratio of the mean observed oxygen concentration from

the World Ocean Atlas (see Fig. 1.1 for further detail) and the modelled mean tracer

concentration, but it is two-dimensional and spans the area 9 °N-15 °N and 26 °W-

20 °W and varies in latitude and longitude. The World Ocean Atlas database allows

for scaling the modelled fields individually to the upper and lower OMZ, by averaging

the oxygen field in the depth range between 150m to 300m for the upper and between

350m to 700m for the lower OMZ.

Figure 3.19 shows the total distribution of the pointwise trend calculation for the

area 9 °N to 15 °N and 26 °W to 20 °W in the ETNA OMZ. Overall higher oxygen

concentrations in the shallow OMZ compared to the lower OMZ lead to higher scaling

factors and hence wider trend distributions for both the 54 yr and 8 yr period. The

distribution for the 8 yr trends again resemble a normal distribution centred around

0µmol kg-1 per decade with slightly positive excess kurtosis (Fig. 3.19b) . About

95% of the linear trends lie within ±5µmol kg-1 per decade. The distribution for

the 54 yr trend period also shows a resemblance to a normal distribution, but with

positive excess kurtosis and uneven tails, even though the mean and median values

are close to 0µmol kg-1 per decade. On the 8 yr time scale, the observed mean oxygen

increase for the lower OMZ is well within 95% of the pointwise modelled trends, which

range within about ±1µmol kg-1. The drastic observed oxygen decrease between 2006

and 2013 in the upper OMZ (c.f. Fig. 1.3) is however far outside the range. On

the 54 yr time scale, the picture is reversed (Fig. 3.19a). While the observed upper

OMZ decrease and its uncertainty is marginally covered by the modelled trends, the

long-term oxygen decrease in the lower OMZ is well outside the modelled range.
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3.7 Influence of the tracer consumption term

The analysis so far has shown that a more or less realistic tracer minimum region is

established in the location of the ETNA OMZ. However, spatial gradients in the tracer

concentration appear too weak. This becomes obvious in the comparison between the

modelled and observed fields (Fig. 3.18a). The need to use a scaling factor that is

larger towards the equator than further north implies that the meridional gradient in

modelled concentrations is too weak. One reason for this could be the nature of the

consumption. As it damps the tracer in proportion to the local tracer content, it tends

to weaken lateral gradients.

In this section a new model run in the Atlantic will be shown, in which the tracer

consumption term �JCh is exchanged against a tracer consumption term �FhQ,

where Q = 3.25 ⇥ 10�10 s�1 is a spatially and temporally uniform consumption time

scale. F is either 1 or 0 depending on the local tracer concentration. If the local

tracer concentration is below the threshold level of 0.2, the tracer consumption is

turned o↵ by setting F = 0. This method is an attempt to realistically represent

the biological reaction to low oxygen concentrations. The model with the adapted

advection-di↵usion component is again integrated for 400 years. Averaged over the

last 240 years of model integration, the basinwide average tracer concentration is 0.52

with a standard deviation of 0.56%. Hence, by deliberately choosing Q as half the

value of J the overall tracer content is set to be very similar compared to the model

run in the Atlantic basin with the tracer dependent consumption scheme (see Sec.

3.1).

As the shallow water model remains unchanged, the exactly identical dynamical

fields are produced, transporting the tracer through the basin. Figure 3.20a shows the

thickness-weighted mean tracer concentration averaged over the last 80 years of model

integration. The general distribution of tracer is very similar to the one shown in Fig.

3.6b. It again features the region of minimum tracer concentration in the ETNA. When
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Figure 3.20: a) Thickness-weighted tracer concentration for the last 80 years of model
integration using the consumption term independent of the tracer concentration above
the threshold value F = 0.2. b) Di↵erence between the thickness-weighted tracer
concentrations for the last 80 years of model integration, using the two consumption
schemes (FhQ� JCh).

looking at the di↵erences between the two model runs (Fig. 3.20b), it becomes obvious

that most of the North Atlantic is marked by higher tracer concentrations, while the

equatorial regime features slightly lower values with the new consumption scheme. One

striking feature is that employing the tracer independent consumption scheme leads to

an intensified tracer minimum region with values lowered by 0.06. Still, they are above

the threshold value of 0.2, indicating a surplus of ventilation. The region of intensified

minimum tracer concentration goes along with an intensification of tracer gradients

along its edge (Fig. 3.20b and 3.21a). For example, equatorial tracer concentrations are

lower by only 0.03, hence leading to a slightly strengthened meridional gradient along

the southern edge of the region with minimum tracer. However, the factor to scale the

modelled tracer concentrations onto World Ocean Atlas oxygen concentrations along

23 °W exhibits values ranging between 235µmol kg-1 to 285µmol kg-1 depending on

latitude (not shown). Thereby, similar to Fig. 3.18a, the maximum is again located

at 7 °N while the minimum scaling factor is found around 12 °N. Hence, apart from an

overall increase in scaling factors, the tracer independent consumption scheme does

not lead to a homogenization of required scaling factors.

Plotting the thickness-weighted mean tracer concentration and its variability along
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the 23 °W section shows again the stronger minimum in tracer concentration (Fig.

3.21a). Along 23 °W, interannual to multidecadal tracer variability is of slightly

stronger amplitude (Fig. 3.21b), while the general structure is similar to the one

presented in Fig. 3.17f. Both, the higher observed interannual to multidecadal vari-

Figure 3.21: Same as Fig. 3.17e,f but using the consumption scheme independent of
local tracer content. In a), the mean tracer concentration along 23 °W from the model
run with the tracer dependent consumption scheme is included for comparison.

ability and the overall higher scaling factors due to lower tracer concentrations in

the region of minimum tracer lead to wider trend distributions when comparing to

observed trends by Hahn et al. (2017) or Brandt et al. (2015). Wider decadal trend

distributions than shown in Fig. 3.18b-f make the decadal trends observed by Hahn

et al. (2017) even more likely to be realisations of the modelled trends. In contrast,

the increased variability on multidecadal time scales is still not capturing the observed

long-term deoxygenation of the lower OMZ (Brandt et al., 2015) (not shown).
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Discussion

Before delving into the discussion of the results presented in the section above, the

main findings will be listed in a condensed form below. These will yield the basis for

the subsequent discussion, which will be separated into three parts. Each part will be

related to one of the research questions posed in Section 1.3.

1. The 1.5 layer non-linear shallow water model employed in this study is able

to produce latitudinally alternating zonal current bands. O↵ the equator they

rectify through westward propagating non-linear eddies that are formed by the

break-up of annually generated baroclinic Rossby wave fronts due to resonant

triad interactions. The meridional scale of the jets is set by the wavelength of

the most unstable secondary waves in the resonant triad instability process and

is larger than the Rossby radius of deformation and the Rhines scale. Theory

predicts that the location of the break-up of the Rossby wave front and the wave-

lengths of the secondary waves are dependent on the amplitude of the generated

primary Rossby waves.

2. In the rectangular basin the o↵-equatorial zonal current bands, or LAZJs, appear

west of the Rossby wave front break-up. In the Atlantic basin zonal jets are also

rectified east of the break-up of the Rossby waves, i.e. in the region of the

ETNA OMZ. Hence, it is likely that the geometry of the African coast plays an

important role for the rectification of the zonal jets.

3. The model is capable of producing a tracer minimum zone o↵ the Mauritanian

coast, which is in general spatial agreement with the observed ETNA OMZ.
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The tracer minimum region is situated between an equatorial tracer tongue and

higher tracer values to the north-west. The principal gradient along the north-

western boundary is directed along an axis running from the north-east to the

south-west, crossing the Canary and Cape Verde Islands, corresponding to the

general orientation of the Rossby wave fronts.

4. Calculating a tracer budget reveals that the zonal and meridional (Eulerian)

mean advective flux convergence are the dominant means of tracer redistribu-

tion. Even though the model basins are filled with eddies, the mean advective

flux convergence largely outweighs the eddy flux convergence. The total mean

advective flux convergence, with jet-like structures, is mainly balanced by the

meridional eddy mixing term, which is both of advective and di↵usive nature, and

the consumption term, which acts basin-wide in proportion to the local tracer

content. At the edge of the tracer minimum region, at about 23 °W, all flux con-

vergences, also with it the mean advective flux convergence, drop in strength,

leading to the weaker ventilation, and hence the tracer minimum.

5. Even though the model is driven by an annual period forcing, the latent zonal

jets show some interannual variability, in the form of intensification/weakening

of the mean currents or latitudinal meandering. The o↵-equatorial tracer field

shows variability on interannual to multidecadal time scales as well. In the region

of the tracer minimum zone, this variability shows some increasing power with

ever longer time scales, but no dominant periodicity is discernible. Establishing

a direct relation between the zonal jet variability and the tracer content in the

OMZ is however di�cult.

6. Most observed oxygen trends in the lower OMZ along 23 °W or in the entire

ETNA OMZ on interannual to decadal time scales are possible realizations of

the modelled tracer variability. However, the trends established by Brandt et al.

(2015) for the entire lower OMZ on multidecadal time scales are outside the
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range of the modelled trends. The picture is reversed for the upper OMZ, where

the long-term (1900/1960-2013) decrease in oxygen is a possible realization of

the modelled trends, whereas the drastic decrease in oxygen in 2006-2013 is not.

Under the assumption that the chosen comparison method between modelled

and observed fields is valid, this result may have two implications. Firstly, even

though the shallow water model is able to reproduce the interannual to decadal

variability of the lower OMZ quite well, it fails to realistically reproduce the

power of the intrinsic multidecadal variability in the observed lower OMZ. The

other implication might be that the observed oxygen variability in the lower

OMZ on multidecadal time scales carries a background trend due to extrinsic

forcing, for example of anthropogenic nature, which is not accounted for in the

idealized model set-up.

4.1 Characteristics and realism of the zonal jets

The zonal jets produced in the shallow water model are the rectification of westward

propagating eddies or Rossby waves. As we are only dealing with a 1.5 layer model,

all dynamics in the basin are purely baroclinic with mode one structure. In the real

ocean or in OGCMs the vertical structure of LAZJs appears to be strongly dependent

on the geographical location and the large-scale background flow. For example, in an

OGCM of the (north-) western Atlantic, Kamenkovich et al. (2009b) have identified

the vertical structure of the time mean zonal velocity field, which features zonal jets

to be largely dominated by the barotropic and the first two baroclinic modes. The

observations presented in Brandt et al. (2015) show the o↵-equatorial LAZJs to carry

a barotropic signature below the thermocline, with vertically almost constant zonal

velocity signals in the upper 1000m. Hence, it is questionable whether a purely first

baroclinic mode model is, despite its instructive simplicity, an appropriate tool to

study the dynamics of the zonal jets, as previously done for example by Marshall
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et al. (2013) or Qiu et al. (2013a). The latter yield an argument for the usage of the

1.5 layer model, by studying the so-called Pacific NEUC jets (Qiu et al., 2013b), which

are zonal current bands with eastward flow centred at 9 °N, 13 °N and 18 °N, reaching

from below the thermocline down to 1500m depth. In their region the zonal flow

variability exhibits a first baroclinic mode vertical structure, implying that the NEUC

jets would even reach well into the thermocline if it was not for the superposition of the

strong wind driven westward Pacific NEC. Guided by this finding, the idealized first

baroclinic mode model appears to be a valuable tool in understanding the zonal jet

mechanisms and their impact on the tracer transport. In their study of the flow field

at 1000m depth in the ETNA, Chu et al. (2007) identified the imprint of annual and

semi-annual baroclinic Rossby waves, generated either by modulation in the meridional

wind stress near the African coast or equatorial Rossby and Kelvin waves. Following

their analysis, the second baroclinic mode also seems to carry a large importance for

the o↵-equatorial Atlantic flow field. Hence, an extension of the shallow water model to

at least two or three layers, thus including the barotropic mode and allowing for further

baroclinic modes, would be an instructive extension of the model set-up. Furthermore,

a su�ciently high resolved three-dimensional ocean general circulation model could be

used to study the LAZJs dynamics.

Rooted in the purely annual period forcing and the single mode set-up, the non-

linear eddies generated by the triad instability mechanism propagate regularly aligned

along lines of latitude. Both the mean and the standard deviation of the zonal velocity

signal remain constant over ever larger averaging periods (Fig. 3.9). This finding is

in stark contrast to the zonal jets observed in the real ocean. There, both the zonal

jet strength and the standard deviation of the velocity field decrease with increasing

averaging periods. For both quantities Schlax and Chelton (2008) detected a T�1

relation, with T being the averaging period, in an artificially generated random eddy

field with realistic eddy properties. Even though Buckingham and Cornillon (2013)

identified a somewhat slower decay for observed surface eddy fields, both findings are
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very di↵erent from the results presented here. Introducing a superposition of a semi-

annual and annual period forcing could lead to more realistic results, by shaking up

the generated eddy field.

Another aspect of the time mean velocity field analysed in the present study is the

meridional scale of the zonal jets. As already shown by Qiu et al. (2013a) the eddy

generation mechanism through non-linear triad instability plays a crucial role in setting

the size of the generated baroclinic eddies, which in the end rectify to the zonal jets.

This eddy formation process is profoundly di↵erent to baroclinic instability, which

is a typical oceanic process forming mesoscale eddies away from lateral boundaries.

Thereby, the length scale of the fastest growing mode roughly corresponds to the

baroclinic Rossby radius of deformation, setting the size of the developing mesoscale

eddies. While large-scale Rossby waves have been shown to succumb to baroclinic

instability in simplified two-layer models (LaCasce and Pedlosky , 2004; Isachsen et al.,

2007; O’Reilly et al., 2012), the 1.5 layer model employed in the present study does

not support this instability mechanism. The single active layer can solely allow for

barotropic instability in the case of su�ciently large lateral shear. Fig. 3.10a shows

that the meridional scale of the eddies/zonal jets does indeed not match with the

baroclinic Rossby radius of deformation. It is however good to note that this direct

comparison is di�cult as briefly described in the following. The observed dominant

meridional wavelength associated with zonal jets in the global ocean is roughly around

400 km (Maximenko et al., 2005, 2008; Buckingham and Cornillon, 2013). Assuming

that the zonal jets are completely rectified by eddies, this size matches well with the

dominant wavelength associated with eddy activity for example in the North Atlantic

(Eden, 2007) or the globally averaged typical eddy radius of 90 km observed with

satellite altimetry Chelton et al. (2011). Even though the typical eddy radii decrease

away from the equator, they are observed to largely exceed the local baroclinic Rossby

radii of deformation, which are around 30 km at middle and higher latitudes (Chelton

et al. (1998), Fig. 3.10b). Chelton et al. (2011) link this apparent discrepancy in
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length scales to the up-scale transfer of energy in a geostrophically turbulent flow field

after the generation of eddies through baroclinic instability (see Section 1.2, Charney

(1971)). Hence, the inverse energy cascade and the conceptual scale di↵erence between

meridional wavelengths and eddy radii (factor four di↵erence) complicate the direct

comparison between the Rossby radius of deformation and the dominant meridional

wavelength of the zonal jets as done in Fig. 3.10a. Still, the diagnosed dominant

meridional wavenumber of the eddies or zonal jets of 700 km, which corresponds to

an eddy radius of 175 km, is much larger than the o↵-equatorial Rossby radius of

deformation. Despite a potential up-scale energy transfer, this discrepancy indicates

that the Rossby radius of deformation does not play an important role. As the Rhines

scale is even smaller than or equal to the Rossby radius of deformation (Fig. 3.10b),

it also does not seem to play an important role in determining the dominant length

scales in the basin.

Despite their mismatch with the observed dominant meridional wavelength, the

theoretically derived Rossby radius and Rhines scale might still be helpful in under-

standing the generation of zonal jets around the equator. In the study of a flow field of

decaying geostrophic turbulence, Theiss (2004) identified an anisotropy in a geostroph-

ically turbulent two-dimensional flow, favouring zonal over meridional flow, under the

condition that the Rhines scale is smaller than the Rossby radius of deformation. In

contrast, regions in which the Rhines scale is larger than the Rossby radius of deforma-

tion feature an isotropic eddying field. These findings are backed by the observational

and modelling study of Eden (2007) for the North Atlantic, with the critical latitude

between both regimes located at 30 °N. In lower latitudes, i.e. where the Rhines scale

is smaller than the Rossby radius of deformation, Rossby waves are found to intro-

duce the anisotropy to the flow field as predicted by the classical idea of geostrophic

turbulence on a �-plane (Rhines , 1975). When temporally averaged, this anisotropic

flow could rectify to latitudinally alternating current bands without the need for the

break-up of the Rossby wave fronts. This finding could help to understand why the
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zonal jets are also observed around the equator east of the break-up line of the Rossby

wave fronts (Fig. 3.5c). However, in a fully turbulent regime the meridional scale of

the mean zonal jets should correspond to the Rhines scale (Rhines (1975)), indepen-

dent of the ratio between Rossby radius and Rhines scale. As the meridional scale

of the zonal jets corresponds to the wavelength of the most unstable secondary wave

from the triad instability mechanism, rather than the Rhines scale, we conclude that

the flow field in the presented model is not fully turbulent.

The zonal jets generated in the Atlantic basin east of the Rossby wave break-up

seem to be linked to the geometry of the African coastline. There, the curvature of

the coast and distinct capes introduce initial disturbances to the annual Rossby waves.

Indeed, eastern boundaries have been identified to radiate instabilities into the ocean

(Hristova et al., 2008) or to act as a hotspot for eddy-formation (e.g. Thomsen et al.

(2016)), including the ETNA (Schütte et al., 2016). Thereby distinct features in the

topography lead to preferred eddy generation sites. Resulting from meanders in an

eastern boundary current, zonal jets have been observed to rectify (Centurioni et al.,

2008). The hotspots observed in the real ocean however do not necessarily compare to

the ones visible in our model. Bathymetric features beneath the surface, such as the

shelf break, might be dynamically more important than the actual coastline.

Multiple functions or characteristics have been ascribed to the zonal jets. As already

described in Section 1.2, Marshall et al. (2013) point out the need for an eastward

mass flux to balance the westward transport of mass associated with the Stokes drift

of westward propagating Rossby waves and eddies. This result implies that the zonal

jets must be a real feature of the mean ocean circulation. Another role of the zonal

jets was proposed by Qiu et al. (2013a). In their study, a mean flow field similar to the

zonal jets could be diagnosed by using the turbulent Sverdrup balance (Rhines and

Holland , 1979)

u ·rq = �u0 ·rq0. (4.1)
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The authors hence conjecture that the zonal jets are likely to be driven by eddy

potential vorticity flux convergences across the mean potential vorticity gradient. To

obtain a more consistent picture of this relation diagnosed in a layered system, the

shallow water model employed in this study could be used by using the thickness-

weighted averaged version of the vorticity equation (see Appendix A.2 for further

detail).

4.2 Representation of the ETNA OMZ and its ven-

tilation

The most important role of the zonal jets in the context of this study is their impact

on transporting tracers throughout the ocean basin. Driving a flow field that only

features zonal jets in the temporal mean is thereby su�cient to produce a region of

minimum tracer concentration which is in good agreement with the ETNA OMZ (Fig.

3.6). Hence, there seems to be some sort of “shadow zone”, which tracer enriched

water cannot easily reach. This result is somewhat surprising as the classical theory of

the ventilated thermocline, which predicts the existence of the shadow zone (Luyten

et al., 1983), requires at least two moving layers above a deep ocean at rest. A

dynamical expression of these shadow zones is the anomalously high potential vorticity

(e.g. Malanotte-Rizzoli et al. (2000)), making it di�cult for flow to enter this area, as

potential vorticity needs to be conserved along streamlines of subducted geostrophic

flow. As the shallow water model employed in this model only features one layer, no

outcropping of a density surface associated with subduction is possible. Hence, the

potential vorticity barrier cannot be established. At least 2.5 or 3 layers would be

required to reproduce a classical shadow zone. Still, the generation of annual Rossby

waves is able to set up a region of minimum tracer. Due to the curvature of the Rossby

wave fronts, tracer is transported north-eastward in phases of eastward flow, thereby
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feeding on tracer provided by the equatorial tracer tongue and by the o↵-equatorial

eddy field (Fig. 3.1). The Rossby wave fronts serve as the flow guides, redirecting the

tracer around the region of minimum tracer (Fig. 3.1,3.2). Hence, it is not surprising

that the north-western boundary of the region of minimum tracer in the Atlantic is

closely linked to the stable Rossby wave fronts (Fig. 3.2c,f and Fig. 3.6b). The

southern edge of the region with minimum tracer is marked by an equatorial tracer

tongue, which is also observed in the real tropical Atlantic. There, the oxygen tongue

is linked to strong zonal advection associated with the strong zonal equatorial current

system (see Fig. 1.2) (Brandt et al., 2008). This mechanism is somewhat di↵erent from

the eastward tracer transport by annual equatorial Kelvin waves developing in the

shallow water model presented here. A comparison of modelled tracer concentrations

and measured oxygen concentrations between 500m to 800m along 23 °W shows that

the model is generally capable of reproducing the general oxygen distribution quite

well (Fig. 3.18a). However, there are some weaknesses. The fact that scaling the

modelled concentrations to the World Ocean Atlas data requires a larger scaling factor

towards the southern edge than in the centre of the OMZ, implies that the modelled

meridional gradient of tracer concentrations is too weak. One reason for this could be

the tracer consumption term, which damps the tracer concentration with an amplitude

proportional to the local tracer content (c.f. Eq. 2.7 or Fig. 3.15k). Hence, this

term leads to a general reduction of tracer gradients. Using a di↵erent simplified

consumption scheme independent of the local tracer content results in stronger tracer

gradients around the tracer minimum region, but still exhibits the requirement of a

spatially varying scaling factor (see Section 3.7).

The tracer budget (Fig. 3.15) reveals that for the tracer minimum region of the

ETNA, the main balance is given by the tracer consumption and the supply through

the total advective flux convergence. It is reassuring to see that there is hardly any

mean impact of the forcing in this region. Also, the total di↵usive flux convergence

from the explicitly implemented di↵usion term has only a minor impact on the ETNA
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OMZ. Only north of 25 °N, this term seems to play a more important role in the

di↵usive meridional redistribution of tracer between the strongly developed zonal jets.

A closer analysis reveals that the main terms contributing to the total advective flux

convergence are given by the total mean advective flux convergence and the meridional

component of the eddy mixing term. At first sight, it is counter-intuitive that the

eddy advective flux convergence plays hardly any role in the distribution of tracer

through the basin, even though eddies densely populate at least the western part of

the basin. However, the weakness of the eddy advective flux convergence highlights the

fact that the zonal jets are rather stable and show only limited variability regarding

their strength and position. As a result, the eddy contribution is ascribed to the

mean advective flux convergence. Further, Marshall et al. (2013) pointed out that the

meridionally integrated zonal eddy advective flux associated with the bolus velocity

is directed westward, i.e. directed up the mean zonal tracer gradient. This generally

agrees with our finding that the eddy advective flux convergence does not largely

contribute to the eastward spreading of the tracer.

The eddy mixing term has been analysed more closely, revealing that it consists of an

advective and a di↵usive part, of which the latter is almost exclusively directed down

the mean tracer gradient. This result is comforting, as the di↵usive part of the eddy

mixing term is hence likely to be a truly di↵usive flux. Rotational eddy fluxes, which

are next to di↵usive and advective eddy fluxes their third possible nature (Greatbatch,

2001; Eden et al., 2007), are likely to play only a minor role. The advective part of the

eddy mixing term can be added to the mean/eddy advective flux convergence to form

the total supply of tracer by advective fluxes. The di↵usive part of the eddy mixing

term is uniquely responsible for the eddy di↵usive tracer transport. Following these

considerations, the terms of the tracer budget estimated by Hahn et al. (2014) are

comparable to the terms obtained in this study. The main term balancing the oxygen

consumption in the deep OMZ is identified by Hahn et al. (2014) as the isopycnal

meridional eddy supply. Following the reasoning above, this term must correspond to
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the di↵usive part of the meridional component of the eddy mixing term. Interestingly,

similar to the meridional alternating structure of the eddy mixing term, Hahn et al.

(2014) also identify a meridional alternating structure in the meridional eddy-driven

oxygen supply along 23 °W (see their Fig. 13). Of similar importance in the Hahn

et al. (2014) budget is the supply via the combination of advective and zonal eddy flux

convergences, which they estimate as the residual of the oxygen budget. This residual

term must then correspond to the sum of mean and eddy advective flux convergence

with the addition of the advective part of the eddy mixing term. The third term

diagnosed by Hahn et al. (2014) to supply substantial amounts of oxygen to the lower

ETNA OMZ is diapycnal mixing. As the shallow water model lacks a vertical axis,

the advection-di↵usion model does not account for this term.

Before closing the discussion of the budget terms, it is important to note that the

elevated contributions of the eddy mixing term and the total mean advective flux

convergence in proximity of the ETNA tracer minimum region lie in the regime of

the still stable Rossby wave fronts (c.f. Fig. 3.2c). Hence, the tracer flux driven by

the mere propagation of the annual Rossby waves with some potential modulations

superimposed is enough to yield this alternating structure in the mean advective flux

convergence and eddy mixing term. Further analysis of the dynamics behind their

rectification is required to understand the OMZ ventilation.

4.3 Interannual to multidecadal variability of tracer

concentrations

A tracer is set to represent oxygen by introducing a consumption term mimicking

biological consumption through respiration. Further, the source was set along the

western boundary mimicking the export and spreading of oxygen-enriched deep water

by the deep western boundary current. Both terms are associated with a specified
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time scale. As the time scale associated with the source term � is chosen to be very

short, i.e. about 8 days at its maximum, the tracer field is quickly restored to 1

along the western boundary. This guarantees that there is almost always the same

amount of tracer that can be exported by the flow field. Indeed, the variability of

the entire tracer inventory is rather small for every model run (Fig. 3.4). Hence, it

is unlikely that the variability observed in the region of minimum tracer is related

to the amount of tracer that is introduced at the western boundary. However, the

consumption time scale J is rather long at 50 years. This large value is chosen to

allow for the spreading of the tracer through the entire basin, before being damped

away. It is twice the time scale estimated by Van Geen et al. (2006) by constraining a

one-dimensional advection-di↵usion model to observed chlorophyll data in the North

Pacific OMZ. Their diagnosed value has already been used in the advection-di↵usion

models by Brandt et al. (2010, 2012). Karstensen et al. (2008) and Hahn et al. (2014)

estimate the biological consumption rate in the lower OMZ of the ETNA to be about

4µmol kg-1yr-1. Dividing a mean lower ETNA OMZ oxygen concentration of roughly

60µmol kg-1 by this consumption rate yields a time scale of 15 years. Hence, both time

scales, the one estimated by Van Geen et al. (2006) and the one used in our study,

are much longer, at least for the region around ETNA OMZ. As the consumption

term acts as a restoring force on the tracer concentration, it is important to keep in

mind that this choice of the consumption time scale has an influence on the tracer

variability. Using a larger source region, i.e. introducing more tracer into the model,

could potentially allow for the usage of a shorter consumption time scale (15 to 25

years), while still allowing for the tracer to spread through the entire basin.

In Section 3.6, the modelled trends in tracer concentration in the OMZ are compared

with estimated trends in oxygen concentrations from observations. The main finding

is that despite the purely annual forcing, interannual to decadal variability in the lower

OMZ is reproduced by the shallow water model, whereas multidecadal variability is

not. The trends obtained by Brandt et al. (2015) and Hahn et al. (2017) are based on
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shipborne point measurements and mooring time series of oxygen concentrations. The

big e↵ort associated with obtaining these datasets results in quite large gaps, adding a

large uncertainty at least to the multidecadal trends. Also the tracer trends estimated

from the shallow water model are prone to uncertainty. Especially the employed

scaling factor has a big influence on the width of the trend distributions shown in

Fig. 3.18 and 3.19. It is discomforting to use a scaling factor varying for example

between 205µmol kg-1 to 245µmol kg-1, i.e. by roughly 16%, along 23 °W. Using a

spatially constant scaling factor would however lead to a false basis of comparison.

A way to circumnavigate these complications is by achieving a better representation

of the ETNA OMZ. Therefore, as discussed above, a stronger meridional gradient

in tracer concentrations is required. The attempt to obtain intensified gradients by

using a tracer independent tracer consumption scheme shows mixed results (Section

3.7). In this attempt the scaling factor ranges in amplitude between 235µmol kg-1 to

285µmol kg-1, which is overall larger, hence leading to wider trend distributions than

shown in Fig. 3.18 and 3.19. This sensitivity of the trend distributions to the modelled

tracer concentrations questions the validity of the direct comparison with observed

oxygen trends. However, assuming that the method for comparison is valid despite

the mentioned di�culties, one could conclude that the observed long-term decrease

in oxygen of the lower OMZ is a signature of an externally forced deoxygenation, as

it is likely to be outside of the system’s natural internal variability. Nonetheless, the

shallow water model presented here is not the right tool to reject the null hypothesis

of no long-term trend, as it features a lot of simplifications and shortcomings. For

example, the variability throughout the basin is purely driven by an annual period

forcing and is certainly lacking important periodicities to generate a realistic tracer

variability.

On interannual to interdecadal time scales, climate modes such as the Atlantic

Zonal Mode (AZM) or the Atlantic Meridional Mode (AMM) (Chang et al., 2006;

Kushnir et al., 2006) are hypothesized to influence the oxygen variability in the ETNA
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OMZ (Hahn et al., 2017). In fact, by having a signature in the surface wind fields,

these climate modes could a↵ect the generation and amplitude of annually excited

Rossby waves, which have already been shown to be closely linked to the dynamics of

the NECC (Hormann et al., 2012). Building on the results obtained from the study

presented here, variations in the amplitude of the annual Rossby waves could also

a↵ect the LAZJs and their impact on the ventilation of the OMZ. Further research

would need to be conducted to back this hypothesis with a complete physical line of

argument.

79



Chapter 5

Summary and conclusion

In this study, the ventilation of the eastern tropical North Atlantic (ETNA) oxygen

minimum zone (OMZ) is studied using a shallow water model driven by an annual

period forcing term in the continuity equation. The model domain is set to repre-

sent an ocean basin stretching from 20 °S to 50 °N with a zonal extent of 80 °. For

both rectangular and Atlantic basin geometry, the forcing with an equatorial Kelvin

wave structure excites (o↵-) equatorial Kelvin and Rossby waves. The o↵-equatorial

Rossby wave fronts propagate westward through the basin before growing unstable

due to non-linear triad instability. Resulting westward propagating eddies rectify to

latitudinally alternating zonal jets (LAZJs). In the Atlantic basin also the structure

of the African coastline leads to modulations of the annual Rossby wave fronts, so

that mean zonal jets are rectified. The shallow water model is coupled to a simplified

advection-di↵usion model in which a tracer is set to mimic oxygen. The tracer is found

to be transported along the Rossby wave fronts, forming a region of minimum tracer

concentrations corresponding well to the ETNA OMZ in its location. By establishing

a tracer budget, the ventilation mechanisms of the region with minimum tracer con-

centration are analysed. The main tracer supply pathways are found to be via the

mean advective flux convergence and the meridional component of the eddy mixing

term. The di↵usive part of the latter is thereby found to be a truly di↵usive flux,

making it possible to relate these findings directly to the oxygen budget established

by (Hahn et al., 2014). Despite the annual period forcing, interannual to multidecadal

variability is excited o↵ the equator. Modelled decadal trends are found to agree with

observed decadal trends in the lower ETNA OMZ. A long-term decrease in oxygen
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concentrations (Brandt et al., 2015) in the lower OMZ is however not reproduced by

the model. The picture is reversed for the upper OMZ, where the multidecadal vari-

ability is captured by the shallow water model. In contrast, the sharp decrease in

oxygen in the upper ETNA OMZ observed between 2006 and 2013 is not.

All in all, this study shows that even in a strongly idealised dynamical model coupled

to an advection-di↵usion model a region of minimum tracer can be established in the

ETNA. Despite lacking a vertical axis, which in the classical theory is essential for

the generation of the ETNA OMZ (Luyten et al., 1983; Karstensen et al., 2008), the

shallow water model is capable of creating a region of minimum tracer. Annual Rossby

waves play thereby a large role. It has already been observed that the seasonal cycle

of the NECC is linked to these Rossby wave dynamics (Hormann et al., 2012) and

it is intriguing to link parts of the LAZJs found beneath the thermocline to similar

mechanisms. In fact, the LAZJs observed in repeat shipborne measurements along the

23 °W line have not yet been shown to be a permanent feature or a mere rectification of

transient features. The findings of Marshall et al. (2013) however imply that the zonal

jets need to be present in the Eulerian mean to balance the westward mass transport

associated with eddies and Rossby waves.

The non-linear shallow water model seems to be a useful tool in studying the pro-

cesses involved in the ventilation of the ETNA OMZ. The main terms contributing to

the supply of oxygen diagnosed by observations are reproduced by the idealized model.

Extending the used model to feature the barotropic and more baroclinic modes and

forcing the model with di↵erent superimposed periodicities promise to be instructive

ways forward. A fully three dimensional ocean general circulation model with su�-

ciently high resolution would further provide valuable insights concerning the charac-

teristics of the zonal jets and their impact on the ETNA OMZ ventilation.
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A.1 Implementing the model equations

A.1.1 Implementation of the dynamical equations

Figure A.1: The Arakawa-C grid, including a landmass located in the domain. The
dashed grey lines mark the boundaries of grid cells carrying the same indices.

The non-linear shallow water model used in this study has already been used in its

linear version for example in the studies of Greatbatch et al. (2012) and Claus et al.

(2014). The dynamical equations in spherical coordinates are discretized with finite

82



APPENDIX .

di↵erences on an Arakawa-C grid (Fig. A.1) (Arakawa, 1972), yielding the following set

of equations for u, v and ⌘ at the zonal and meridional grid indices i and j, respectively:
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On land points, i.e. where the depth h|i,j
H

= 0, the depth is set to the smallest possible

positive number in double precision to avoid instabilities in the calculation of the

potential vorticity. To move a variable from one grid to another, the variable is bi-

linearly interpolated in two or four point averages, depending on the relative position

of the original and target grid. Due to the sphericity, the grid point values are weighted

for the averaging process by their corresponding grid box area.

Solving the advection term in the zonal and meridional momentum balance as

written above corresponds to the potential enstrophy conserving advection scheme

of Sadourny (1975). It is computationally relatively fast in handling the non-linear

terms, but it is not as sophisticated as the Arakawa and Lamb (1981) scheme, which

conserves both energy and enstrophy. The conservation of these quantities is always

based on the assumption of an infinitesimally small integration time step. The ex-

istence of lateral mixing required for model stability undermines the exact potential

enstrophy conservation in any case.
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A.1.2 Lateral mixing of momentum

The lateral mixing is implemented using the scheme of Shchepetkin and O’Brien

(1996). For an ocean grid point (i.e. if h|i,j
u

or h|i,j
v

are larger than 0, respectively), the

zonal and meridional components of lateral mixing are given by)
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where ◆ is the boundary condition factor, which is 1 in the ocean interior, but is set

to 2 on the boundaries accounting for no-slip conditions. The value O|H is given by

max
�
1, o|i,j

H
+ o|i,j+1

H

�
, where o|H is 1, if the corresponding H grid point is an ocean

grid point and 0 otherwise. In a similar fashion O|⌘ is defined by max
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�
.

The components of the viscous part of the momentum flux density tensor P on ocean

grid points are given by

P i,j

��
= h|i,j

⌘


�

◆|i,j
⌘

��r cos#|j⌘

�
u|i+1,j

u
� u|i,j

u

�

+
1

r

✓
◆|i,j
⌘

�#
+

o|i,j+1
v

tan#|j
⌘

O|v

◆
v|i,j+1

+
1

r

✓
�
◆|i,j
⌘

�#
+

o|i,j
v
tan#|j

⌘

O|v

◆
v|i,j

�
(A.4a)

84



APPENDIX .

P i,j

�#
= h|i,j

H


�

◆|i,j
H

��r cos#|j
H

�
v|i,j

v
� v|i�1,j

v

�

+
1

r

 
◆|i,j
H

�#
+

o|i,j
u
tan#|j

H

O|u

!
u|i,j

+
1

r

 
�
◆|i,j
H

�#
+

o|i,j�1
u

tan#|j
H

O|u

!
u|i,j�1

�
(A.4b)

with O|u = max (1, o|i,j
u

+ o|i,j�1
u

) and O|v = max (1, o|i,j
v

+ o|i,j�1
v

).

A.1.3 Time stepping scheme

The model is integrated using the 3rd order Adams-Bashforth time stepping scheme,

which carries a fourth order truncation error. This multistep method evaluates the

variable ↵ at timestep k + 1 considering three previous timesteps following

↵|k+1 = ↵|k +
�t

12

⇣
23 (�↵)k � 16 (�↵)k�1 + 5 (�↵)k�2

⌘

| {z }
AB(↵)

(A.5)

where �t is the length of a timestep and �↵ refers to the left hand sides of Eq. A.1

at the associated timestep. Their weighted average yields the increment AB(↵) from

timestep k to k+1. The first two timesteps are calculated using a simple Euler forward

scheme.

A.1.4 Implementation of the tracer equation

The tracer equation is implemented using the tracer content Ch on the ⌘ grid as

prognostic variable following
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⌘

= adv.Ch|i,j
⌘

+ di↵.Ch|i,j
⌘
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(A.6)
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with the advection, di↵usion, relaxation and forcing terms
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The consumption term is implicitly implemented. The tracer content Ch at the new

timestep k + 1 is thus calculated as

[Ch]|i,j,k+1
⌘

=
[Ch]|i,j,k

⌘
+ AB([Ch]|i,j

⌘
)

1 + J�t
(A.8)

A.2 The turbulent Sverdrup balance

Averaging the non-viscous and unforced version of the horizontal momentum equa-

tions (2.4a and 2.4b) and introducing the thickness-weighted averages of the potential

vorticity and horizontal velocity yields

@u

@t
= hv̂q̂ �

1

r cos#

@E

@�
+ hq00v00 (A.9a)

@v

@t
= �hûq̂ �

1

r

@E

@#
� hq00u00 (A.9b)

Taking the curl of these two equations and using the mean continuity equation

@h

@t
+r ·

�
hû
�
= 0 (A.10)

yields the thickness-weighted potential vorticity equation (Greatbatch, 1998)

@q̂

@t
+ û ·rq̂ = �

1

h
r · hq00u00. (A.11)

For these non-viscous, unforced shallow water equations, the potential vorticity is

conserved, i.e. Dq/Dt = 0. In a statistically steady state the “turbulent Sverdrup

balance” (Rhines and Holland , 1979) is then given by

û ·rq̂ = �
1

h
r · hq00u00 (A.12)

which corresponds to Eq. 4.1. With û@q/@x almost vanishing the balance can be
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expressed in spherical coordinates as

v̂h = �

✓
@q̂

@y

◆�1

r · hq00u00 (A.13)

This equation, in conjunction with the continuity equation, can be used to diagnose the

time mean zonal mass flux due to the eddy flux convergence of potential vorticity (Qiu

et al., 2013a). The time mean continuity equation in steady state (and in Cartesian

coordinates) is given by
@

@x

�
ûh
�
+

@

@y

�
v̂h
�
= 0 (A.14)

Solving for ûh yields:

ûh = �

Z
x

xe

@

@y

�
v̂h
�
dx (A.15)

Hence, plugging in equation A.13

ûh =

Z
x

xe

@

@y

 ✓
@q̂

@y

◆�1

r · hq00u00

!
dx (A.16)

With the Favre decomposition (Eq. 2.16) this can be rewritten as

ûh =

Z
x

xe

@

@y

 ✓
@q̂

@y

◆�1

r ·
�
hqu� hq̂û

�
!
dx (A.17)
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Table A.1: Main variables and constants used in this study

Symbol Name/Meaning Value/Unit

A0 Forcing amplitude 3⇥ 10�5 ms�1

Ah Lateral eddy viscosity 100m2 s�1

C Tracer concentration -

C0 Relaxation field -

c, cgr Gravity wave speed, group velocity m s�1

E Energy density m2 s�2

Fu, Fv Zonal, meridional momentum forcing m s�2

F⌘ Continuity equation forcing m s�1

f (= 2⌦ sin#) Coriolis parameter s�1

g Gravitational acceleration m s�2

g0 Reduced gravity 1.5⇥ 10�2 ms�2

H Undisturbed active layer depth 500m

h Total active layer depth m

J Tracer consumption rate 0.0205 yr�1

k, l zonal, meridional wavenumber m�1

Mu, Mv Zonal, meridional mixing of momentum ms�2

P (P��, P�#, P##) Momentum flux density tensor (viscous entries) (m2 s�2)

Q uniform tracer consumption rate 0.010 25 yr�1

q, ⇣ Potential vorticity, relative vorticity m�1 s�1 , s�1

r Earth’s radius 6 371 000m

t Time s

U , V Zonal, meridional mass flux m2 s�1

u = (u, v) Horizontal velocity (zonal, meridional) m s�1

x, y Cartesian zonal, meridional coordinate m

� (= r�1@f/@#) Meridional gradient of Coriolis parameter m�1 s�1

� Zonally varying tracer relaxation rate s�1

�0 Tracer relaxation rate at western boundary 1/8.35 d�1

⇣ Relative vorticity s�1

⌘ Downward interface displacement m

h Lateral tracer di↵usivity 100m2 s�1

�, # Longitude, latitude degrees

⇠ Upward surface displacement m

⇢ Density kgm�3

⇢0 Active layer density 1024 kgm�3

�0, �1 Potential density referenced to 0, 1000 dbar kgm�3

� Triad instability growth rate s�1

 Quasi-geostrophic streamfunction m2 s�1

⌦ Earth’s angular velocity 7.272205⇥ 10�5 rad s�1

!, !yr Frequency, annual frequency s�1
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Table A.2: Notation and symbols used in this study

Symbol Name/Meaning

�↵, �↵ Di↵erence of variable ↵

@↵1/@↵2 Partial derivative of ↵1 w.r.t. ↵2

D↵/Dt Rate of change of ↵ following a fluid particle

r↵ Horizontal gradient of ↵

r
?↵ Horizontal gradient of ↵ rotated by 90 °

r · ↵ Horizontal divergence of ↵

↵ Temporal mean of ↵

↵̂ Thickness-weighted temporal mean of ↵

↵0 Deviation of ↵ from temporal mean

↵00 Deviation of ↵ from thickness-weighted temporal mean

hi
�# Spatial average

a|c,d
b

Variable a on grid b at zonal and meridional grid indices c, d

AB(↵) Adams-Bashforth increment of variable ↵
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Schütte, F., P. Brandt, and J. Karstensen (2016), Occurrence and characteristics of

mesoscale eddies in the tropical northeastern Atlantic Ocean, Ocean Science, 12,

663–685, doi:10.5194/os-12-663-2016.

Shchepetkin, A. F., and J. J. O’Brien (1996), A Physically Consistent Formulation

of Lateral Friction in Shallow-Water Equation Ocean Models, Monthly Weather

Review, 124 (June), 1285–1300.
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