A Modeling Perspective on the Lingering Glacial Sea Surface Temperature Conundrum
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Abstract The strong cooling during the Last Glacial Maximum (LGM, 21 ka BP) provides a rigorous test of climate models’ ability to simulate past and future climate changes. We force an atmospheric general circulation model with two recent global LGM sea surface temperature (SST) reconstructions, one suggesting a weak and the other a more pronounced cooling, and compare the simulated land surface temperatures (LSTs) to reconstructed data. Our results do not confirm either SST reconstruction. The cold SST data set leads to good agreement between simulated and observed LSTs at low latitudes, but is systematically too cold at mid-latitudes. The opposite is true for the warm SST data set. Differences between the simulated LSTs are caused by varying land surface albedos, which is lower for the warmer SST reconstruction. The inconsistency between reconstructed and simulated climate points to a potentially significant bias in the proxy reconstructions and/or the climate sensitivity of current climate models.

Plain Language Summary The global temperatures during the Last Glacial Maximum at around 21 ka BP were much lower than at present, mainly caused by large ice sheets covering large parts of North America and Europe as well as a strong reduction in atmospheric greenhouse gas concentration. A quantification of the land and sea surface cooling is necessary to understand the response of the climate system to such forcing, providing a constraint of models for future climate changes. However, recent sea surface temperature (SST) data sets still show discrepancies in the suggested cooling due to different reconstruction methods. We use both a comparably warm and a rather cold SST data set for our model simulations and compare the results to recent land surface temperature (LST) reconstructions in order to assess which SST data set leads to a higher accordance. The results are ambiguous. The warmer SST data set results in too warm simulated LST at low latitudes, but a good accordance at mid-latitudes. On the other hand, the colder SST data set yields a good accordance for low latitudes, but simulates too cold LST at mid-latitudes. This model-data inconsistency demands a critical reexamination of both proxy data and models.

1. Introduction

The Last Glacial Maximum (LGM, 21 ka BP) was characterized by a climate much colder than at present, mainly due to a strong reduction in atmospheric greenhouse gas concentrations and increased albedo as a consequence of enlarged ice cover in high latitudes (Schneider von Deimling et al., 2006). Since the surface temperature differs between the LGM and the pre-industrial period (PI, 1850–1880 CE), the LGM offers an opportunity to derive independent estimates of Earth’s equilibrium climate sensitivity (Hoffert & Covey, 1992; Schmittner et al., 2011). This effort requires proper data-model comparisons and correct reconstructions of surface temperatures. The first global reconstruction of glacial sea surface temperatures (SST) was performed in the late 1970s in the scope of the Climate: Long range Investigation, Mapping, and Prediction (CLIMAP) project (CLIMAP Project Members, 1976), and the question concerning the glacial temperature drop remains controversial. The CLIMAP reconstructions suggest globally a comparably weak cooling by (3.0 ± 0.6)°C during the LGM, which results in a climate sensitivity of (2.0 ± 0.5)°C (Hoffert & Covey, 1992). This value is at the lower end of the 1.8°C–5.6°C interval (with a mean of (3.7 ± 1.1)°C derived from the latest-generation climate model ensemble used in the scope of the sixth Coupled Model Intercomparison Project (Meehl et al., 2020). Based on the transfer function method using data from three planktonic groups preserved in deep sea sediments, the average cooling of the tropical SSTs is proposed to be only around 1°C–2°C, with even a warming in some subtropical gyres. While climate models are generally able to reproduce the changes in SST during the LGM averaged over the tropical ocean basin suggested by data (Braconnot et al., 2007), several complex models were not able to reproduce this particular feature (Waebroeck et al., 2009). This indicates that either models are not yet able to capture important processes...
in the climate system, or that some of the applied methods to reconstruct the temperature have a systematic bias. However, the importance of a proper tropical SST reconstruction during the LGM is emphasized by studies showing that the tropics have a substantial influence on the temperature and precipitation in the mid-latitudes (Lohmann & Lorenz, 2000), and that the climate sensitivity depends significantly on the tropical temperatures, resulting in a higher sensitivity in case of cooler LGM SSTs (Hargreaves et al., 2012; Yin & Battisti, 2001). Mix et al. (1999) suggested that the problem on the data side might be caused by the utilization of so-called no-analog assemblages, that is, species that do not exist today anymore and therefore are hard to interpret, for example, certain tropical Pacific foraminifera found in marine sediment cores.

A recent global SST reconstruction for the LGM is provided by Tierney et al. (2020). The authors use a data assimilation technique and cross-validate their results by simulations with an isotope-enabled climate model. Their data consist solely of geochemical proxies ($\Delta\sigma\delta\mu\kappa$, from alkenones, TEX$_{86}$ based on archael isoprenoid tetraethers, Mg/Ca of planktic foraminifera and the water isotope $\delta^{18}O$), taking into account seasonal bias and general proxy uncertainties. The approach excludes marine and terrestrial microfossils completely to avoid the no-analogs problem and the lack of Bayesian proxy-system models required in the scope of the data assimilation process. The final reconstruction suggests a mean global surface temperature reduction of $\sim-6.1$°C, with a 95% probability for the interval from $-5.7$°C to $-6.5$°C. However, the authors emphasize that their result has no overlap with some other reconstructions, for example, the Glacial Ocean Map (GLOMAP), a global climatology of the ocean surface during the LGM mapped on a regular grid provided by Paul et al. (2021). Their study is based upon floral and faunal assemblages and several sea-ice reconstructions from the Multiproxy Approach for the Reconstruction of the Glacial Ocean Surface (MARGO, Waebroeck et al. (2009)) project because those have the best spatial coverage available and enable potentially a seasonal reconstruction. The GLOMAP results suggest a global ocean cooling by $(-1.7 \pm 0.1)$°C and a tropical ocean cooling by $(-1.2 \pm 0.3)$°C for the LGM, but the authors state that their values might be too warm by $0.5$°C–$1$°C due to the effects of a heterogenous spatial sampling and uncertainties concerning the response of fossil foraminifera to changes in seasonality and the thermal structure of the upper ocean layer.

GLOMAP and Tierney et al. SSTs provide constraints with a large range of possible conditions in between. They have been chosen in the scope of the Paleoclimate Modeling Intercomparison Project—Phase 4 (PMIP4) to compare simulation results of coupled model setups to observational data (Kageyama et al., 2021). Other LGM SST reconstructions, for example, by Annan and Hargreaves (2013) or Kurahashi-Nakamura et al. (2017), suggest a global cooling that lays between GLOMAP and Tierney et al. SSTs (Figure 7 in Paul et al. (2021)). However, PMIP4 shows clearly that coupled models, that is, Atmosphere-Ocean General Circulation Models, result in too warm simulated land surface temperatures (LSTs) (Figure 10e in Kageyama et al. (2021)). Simpler experimental designs according to the Atmospheric Model Intercomparison Project (AMIP) (Gates et al., 1999), where boundary conditions are prescribed in form of SSTs and SIC, have shown that the simulated climate evolves closer to observational data. This is caused by the reduced degrees of freedom and uncertainty that is introduced by an additional ocean model.

In this study, we use the two SST reconstructions provided by Tierney et al. (2020) and Paul et al. (2021) to force an Atmospheric General Circulation Model (AGCM) including an aerosol model. We assess our results by comparing the simulated LST difference between LGM and PI to reconstructed data based on noble gases in groundwater provided by Seltzer et al. (2021), who suggest that the low-to-mid latitude land surface during the LGM cooled by $(5.8 \pm 0.6)$°C and stated that their LSTs are consistent with the SSTs by Tierney et al. (2020).

2. Model and Experimental Setup
For our study, we use the AGCM ECHAM6.3 coupled to the aerosol model HAM2.3 (Stevens et al., 2013; Stier et al., 2005). In the following, we will give a brief overview on the model. A more comprehensive description and detailed evaluation for present climate can be found in Tegen et al. (2019) and Neubauer et al. (2019).

2.1. The Global Aerosol-Climate Model ECHAM6.3-HAM2.3
ECHAM6.3 (subversion 6.3.02) is the latest release of ECHAM, which was mainly developed at the Max-Planck Institute for Meteorology in Hamburg. The adiabatic core of the model solves the primitive equations for the variables vorticity, divergence, temperature, and surface pressure. The horizontal discretization is based on
a spectral-transform method, which applies a triangular truncation with a finite number of modes (e.g., T63) (Simmons et al., 1989). The vertical is discretized on a Lorenz grid up to a height of approx. 80 km with either 47 or 95 layers. Implemented numerical schemes are inherently conservative in terms of mass, energy, and momentum (Lin & Rood, 1996; Simmons & Jiabin, 1991).

The physics package, which accounts for diabatic sub-grid scale processes, includes parameterizations for boundary layer turbulence (Brinkop & Roeckner, 1995), several types of convection with a preference for deep convection and momentum transfer due to gravity waves (Lott, 1999). Sub-grid scale cloudiness is parameterized based on the relative humidity according to Sundqvist et al. (1989). The coupling to the aerosol model HAM2.3 allows for an explicit calculation of cloud droplet numbers, and the transport of cloud water and ice is prognostically calculated (Lohmann & Roeckner, 1996). In order to calculate the radiative transfer, the spectrum of the incoming and outgoing electromagnetic radiation is divided into 14 shortwave and 16 longwave bands, and for all bands lookup-tables are used to determine the absorption by greenhouse gases. Optical properties of clouds are calculated based on Mie theory. A integrated land surface and vegetation model (JSBACH, Reick et al. (2013)) allows for the consideration of dynamic vegetation, taking into account several types of bare soil and 12 different plant functional types combined with a five-layer soil hydrology scheme (Hagemann & Stacke, 2015). Albedo is likewise calculated dynamically by JSBACH with a scheme described in detail by Otto et al. (2011). The aerosol model HAM2.3 calculates the aerosol dynamics of the five aerosol species sea spray, mineral dust, sulfate, black, and organic carbon based on a general coagulation equation and considers size-dependent processes like emission and deposition, inter- and intra-modal coagulation, particle growth, and mode-transfer between insoluble and soluble modes (Neubauer et al., 2019; Stier et al., 2005; Tegen et al., 2019).

2.2. Experiments and Experimental Setup

We perform simulations for PI (1850–1879 CE) and LGM climate conditions with the horizontal spatial resolution T63, corresponding to 1.875° × 1.875°, and 47 vertical layers. For PI, we initialize a cold start with a spin-up time of 10 years, and for the LGM we initialize the simulations by restart files, which represent a dynamic equilibrium of the model obtained after several hundred simulation years. More details on the setup can be found in Krätschmer et al. (2022). We run each simulation for 50 years, and our assessment period covers the final 30 years. The SST and sea ice boundary conditions we prescribe in our atmosphere-only setup for PI are monthly resolved values averaged for the years 1870–1899 and stem from the Program for Climate Model Diagnosis and Intercomparison based on the latest AMIP II data set (Durack & Taylor, 2019). For the LGM, we use the reconstructions from Tierney et al. (2020) (LGM_Tierney) and GLOMAP (LGM_GLOMAP, Paul et al. (2021)). Since Tierney et al. (2020) do not provide a sea ice reconstruction, we use the one from GLOMAP to keep the LGM experiment setup as similar as possible in order to investigate the sole influence of the SST. Anthropogenic emissions of aerosols and aerosol precursor are only of importance for PI, and here we prescribe monthly resolved input files based on the Atmospheric Chemistry and Climate Model Intercomparison Project data set (Lamarque et al., 2010). The orbital parameters, greenhouse gas concentrations and the glacier mask (GLAC-1D, Tarasov et al. (2012)) for the LGM runs are set in accordance with the PMIP4 experimental design (Kageyama et al., 2017).

3. Results and Discussion

Our results focus solely on the simulated surface temperature difference ΔT between LGM and PI for both prescribed sea surface temperature reconstructions.

3.1. Globally and Zonally Simulated Surface Temperature Difference for GLOMAP and Tierney SST

Figure 1 shows the zonally averaged sea and LST for PI, (Figure 1a) LGM_GLOMAP and (Figure 1b) LGM_Tierney. Since we prescribe in both experiments the same glacier mask and sea ice reconstruction, there is only little difference for the mid/high-latitudes. The most remarkable differences occur particularly in the latitudes 45°N–45°S. Globally, the experiments result in a cooling of −4.08°C (LGM_GLOMAP), respectively, −6.12°C (LGM_Tierney) of the surface temperature. In LGM_GLOMAP the total cooling in the low latitudes (30°N–30°S) averages to −1.28°C, with a more pronounced cooling of the land surface (−2.07°C) than the sea surface (−0.98°C). A similar anomaly is also found if one focuses on the tropics (23.5°N–23.5°S), with a total cooling of −1.22°C. However, even though the considered tropics region has less influence from the mid/high-latitudes, the sea surface temperature
Figure 1.

a) Zonally-averaged surface temperature (GLOMAP SST)

b) Zonally-averaged surface temperature (Tierney SST)

c) Surface temperature anomaly - LGM-PI (GLOMAP SST)

d) Surface temperature anomaly - LGM-PI (Tierney SST)

e) Surface temperature anomaly - LGM-PI (GLOMAP SST)

f) Surface temperature anomaly - LGM-PI (Tierney SST)

g) Obs. vs. sim. surface temperature anomaly - LGM-PI (GLOMAP SST)

h) Obs. vs. sim. surface temperature anomaly - LGM-PI (Tierney SST)
cooler than the average over the low latitudes between 30°N and 30°S. This difference is caused by the warm pools in the subtropical gyres, which are less extensive closer to the equator (see Figure 1c). LGMTierney, on the other hand, results in a much stronger total cooling than LGMGLOMAP, both in the low latitudes (−3.80°C) and also in the tropics (−3.71°C). Likewise, the land surface cooling by −4.59°C (−4.43°C) at low latitudes (tropics) is more pronounced than the sea surface cooling of −3.50°C (−3.46°C). All values are summarized in Table 1.

Both experiments, LGMGLOMAP and LGMTierney, suggest a stronger cooling during the LGM than the (3.0 ± 0.6)°C proposed by the CLIMAP reconstruction. The mean cooling simulated in the high northern latitudes by approx. 10°C, which is caused by the ice sheets covering large parts of northern Europe and North America, is in good accordance with other modeling studies (Cao et al., 2019; Romanova et al., 2006). Similarly, a comparatively lower cooling simulated over Antarctica is supported by reconstructions (e.g., Buizert et al. (2019)). The zonal and regional differences are discussed in more detail Section 3.2 with regard to the available data.

### 3.2. Comparison of the Simulated LST Anomaly to Reconstructed Data

Figure 1 shows the comparison between the reconstructed LST by Seltzer et al. (2021) and our simulation results for LGMGLOMAP and LGMTierney in form of (Figures 1c–1f) global maps and (Figures 1g and 1h) scatterplots. The most remarkable differences in the simulated surface temperature anomaly occur in the low latitudes (Figures 1c–1f). LGMGLOMAP shows a comparably weak cooling in basically all low-latitude regions of the Pacific Ocean of less than −1°C, and also exhibit the controversial warming in subtropical gyres in the Pacific and the Atlantic Ocean. The weak low-latitude sea surface cooling leads to simulated LSTs in the same range that are all too warm as compared to the reconstructions by Seltzer et al. (Figures 1e and 1g). In this study, we have grouped locations in regions within or very close to the low latitudes, that is, South America, Africa, and Australia/New Zealand, and compare them to regions that are rather located in the mid-latitudes, like North America, Europe, and Asia. The entire neotropical realm is only covered by one observation in the north-eastern part of South America. In contrast to LGMTierney, LGMGLOMAP clearly underestimates the cooling here. This is not surprising considering that we found in a previous study (Krätschmer et al., 2022), in which we prescribed the comparably warm GLAMAP SST (predecessor of GLOMAP, Paul and Schäfer-Neth (2003)), that the JSBACH vegetation model simulates a desert in this region due to high temperatures and strongly reduced precipitation. However, the drier climate simulated in this region is also supported by pollen and plant macrofossil data, which show that the plant-available moisture was strongly reduced during the LGM compared to present day (Farrera et al., 1999). The study by Farrera et al. (1999) also proposes a cooling by −5°C to −6°C for neotropical sites, which is much stronger than supported by our LGMGLOMAP experiment, but in good agreement with results of our LGMTierney experiment (Figures 1f and 1h). However, the authors state that data from West and South Pacific sites suggest only a reduced LGM sea level cooling by −1°C. This indicates that the CLIMAP-like SST anomalies, that is, the warmer pools in the subtropical gyres, might actually be realistic and thus this data also partly support the GLOMAP SST reconstructions. The LST reconstruction from Vietnam provided by Seltzer et al. (2021) is colder than our simulation results for both SST reconstructions, and closer to LGMTierney. However, low-elevation records from Indonesia and Papua New Guinea provided by Farrera et al. (1999) suggest again only a weak cooling by −1°C to −2°C, supporting both LGMGLOMAP and LGMTierney. Similarly, LGM temperature changes in Australia and New Zealand are in both experiments in accordance with the two observational records, but the low

<table>
<thead>
<tr>
<th>ΔT LGM-PI (°C)</th>
<th>LGMGLOMAP</th>
<th>LGMTierney</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>−4.08</td>
<td>−6.12</td>
</tr>
<tr>
<td>Low latitudes (30°N–30°S)</td>
<td>−1.28</td>
<td>−3.80</td>
</tr>
<tr>
<td>Sea surface</td>
<td>−0.98</td>
<td>−3.50</td>
</tr>
<tr>
<td>Land surface</td>
<td>−2.07</td>
<td>−4.59</td>
</tr>
<tr>
<td>Tropics (23.5°N–23.5°S)</td>
<td>−1.22</td>
<td>−3.71</td>
</tr>
<tr>
<td>Total</td>
<td>−1.00</td>
<td>−3.46</td>
</tr>
<tr>
<td>Land surface</td>
<td>−1.83</td>
<td>−4.43</td>
</tr>
</tbody>
</table>

Figure 1. Zonally averaged surface temperatures during the Last Glacial Maximum (LGM) for both (a) LGMGLOMAP and (b) LGMTierney compared to pre-industrial period (PI) (Atmospheric Model Intercomparison Project II sea surface temperature). Comparison between the simulated surface temperature anomaly (LGM—PI) for (c, e, and g) LGMGLOMAP and (d, f, and h) LGMTierney and reconstructed values based on noble gas concentrations in groundwater provided by Seltzer et al. (2021). For easier readability, the difference between simulated and measured surface temperature anomaly (ΔT) is additionally shown for the data points in panels (c and d), indicating that the simulated temperature anomaly is higher (ΔT > 0) or lower (ΔT < 0) than suggested by the reconstructions. Data points in the scatterplots (g and h) are plotted with their reconstruction uncertainty given by Seltzer et al. (2021) and grouped into regions at low latitudes (pluses, South America, Africa, Australia/ New Zealand) and regions predominantly in the mid-latitudes (circles, North America, Europe, Asia).
data coverage does not allow for any further insights. The agreement between simulation results and observations for the African continent is generally good for LGMTierney (Figures 1f and 1h). LGMGLOMP on the other hand, simulated systematically too warm LSTs here, especially in South Africa (Figure 1e). A TEX86 proxy record from Lake Malawi in East Africa indicates a 3.5°C cooling during the LGM, which is also in better accordance with LGMTierney (Powers et al., 2005). At the data sites in North America and Europe as well as two regions in mid-latitude Asia, LGMTierney result systematically in too cold LSTs (Figures 1f and 1h). Our simulation results obtained in LGMGLOMP are, on the other hand, in better accordance with the reconstructed data, particularly in some locations in western North America. Here, the simulated lower cooling compared to LGMTierney might be caused by changes in the atmospheric circulation due to the Laurentide ice sheets. Bartlein et al. (2011) suggested that a potential warming in Alaska during the LGM might have been caused by warm air advectively transported from the south. Romanova et al. (2006) found that the changes of the orography and albedo caused by the Laurentide Ice Sheet induce strong temperature changes of about 16°C north of 30°N, and much smaller changes elsewhere. These temperature changes are found to be non-linearly related to ice sheet height with regional heterogeneities (Meyer et al., 2017; Romanova et al., 2006; Wang et al., 2021).

In general, LGMGLOMP results in a simulated mean LST difference between LGM and PI of −5.76 K (standard deviation (SD) = 4.38 K, mean absolute difference to Seltzer et al. data (MAD) = 2.84 K), which is closer to the data-based value of −6.12 K (SD = 1.43 K) provided by Seltzer et al. (2021) than the simulated −7.81 K (SD = 4.50 K, MAD = 2.82 K) in LGMTierney. At first, it seems that both simulations are equally in agreement with the observations overall. However, Figures 1g and 1h show that for mid-latitude regions, that is, North America, Asia, and Europe, 7 out of 16 data points are in agreement with the reconstructed data for LMGGLOMP within the reconstruction accuracy, but only 2/16 for LGMTierney. For low latitudes, that is, South America, Africa, and Australia/New Zealand, 4 out of 8 data points are in agreement with the observational data for both experiments. However, looking at the cluster of data points, it becomes obvious that values from LGMTierney are much closer to the observations. For instance, the data point from South America is not in agreement with either simulation, however, it is obvious that the discrepancy is substantially smaller for LGMTierney. The same applies to several data points from Africa. Conversely, the discrepancy for North American and European data points is much larger in LGMTierney than in LMGGLOMP.

3.3. Physical Mechanisms Causing Simulated Changes in LSTs for Different SSTs

Figure 2a shows the zonally averaged TOA radiation balance (incoming minus outgoing radiation). Although the incoming radiation is identical in both LGM experiments, the Earth takes up more energy between 40°N and 40°S in LGMTierney. This is caused by the generally colder temperatures due to the colder SSTs, resulting in less outgoing longwave radiation which scales with the fourth power of the temperature according to the Stefan-Boltzmann law.

The surface albedo anomaly (LMGGLOMP minus LGMTierney) is shown in Figure 2b. For LMGGLOMP the albedo is reduced in large parts of North America, Europe, and Asia compared to LGMTierney. This is caused by slightly increased vegetation cover in mid-latitudes and warmer temperatures over snowy/icy surfaces, which result both in lower albedo (Otto et al., 2011). The warmer (air) temperatures are a consequence of the warmer SSTs. Reduced albedo implies a higher absorption of radiation by the surface, which in turn increases the LST. This pattern can be found in the maps for the TOA and surface radiation anomaly (Figures 2c and 2d), which in turn is in good agreement with the surface temperature anomaly maps in our manuscript (Figures 2a and 2b). Differences in energy uptake between TOA (Figure 2c) and surface (Figure 2d) can be traced back to atmospheric processes. The globally higher atmospheric temperatures in LMGGLOMP result in increased atmospheric water vapor concentration, which affects cloudiness (planetary albedo) on the one hand and the absorption of longwave radiation (absorptivity/emissivity) on the other hand. As can be seen in Figures 2c and 2d, these processes play a crucial role in the tropics, particularly in Southeast Asia and the northeastern part of South America.

In order to investigate quantitatively the individual contributions of simulated changes in emissivity and albedo to changes in the globally averaged temperature between LGM and PI, we determine these parameters based on our model results and compare it to the temperature given by a simple 0-dimensional energy balance model (EBM, see Equation 3 in Lohmann (2020)) after inserting our model-derived values. The results are shown in Figure 2 for LMGGLOMP (Figure 2e) and LGMTierney (Figure 2f). Although the EBM is generally colder than the GCM for each scenario, it reproduces the stronger overall cooling (LGM minus PI, see Table 1) in LGMTierney (−6.57 K)
Figure 2. Shown are the zonally averaged TOA radiation balance for pre-industrial period (PI) and both Last Glacial Maximum (LGM) experiments (a), the surface albedo anomaly (LGM\_GLOMAP minus LGM\_Tierney) (b), and maps for the TOA and surface radiation anomalies (c and d). Differences in sea water albedo between LGM\_GLOMAP and LGM\_Tierney can be traced back to the parameterization scheme, which depends on direct and diffuse downward radiation in the visible and near-infrared spectrum. Additionally, the comparison between our simulation results and results from a simple 0-dimensional energy balance model in terms of changes in globally averaged temperature, effective emissivity and planetary albedo is shown for LGM\_GLOMAP (e) and LGM\_Tierney (f) along with the values for PI. Values of contour lines are given in Kelvin. Gray lines represent isotherms in increments of 1 K and are shown for improved readability. Black arrows and numbers indicate individual contributions from changes in emissivity and albedo to the temperature difference between LGM and PI.
compared to LGM_{GLOMAP} (−5.82 K) correctly. The EBM also indicates that cooling due to changes in effective emissivity is similar for LGM_{GLOMAP} (−3.06 K) and LGM_{Tierney} (−3.28 K). Additionally, it shows that the global temperature discrepancy is predominantly caused by changes in planetary albedo, which results in a stronger cooling in LGMTierney (−5.70 K) compared to LGM_{GLOMAP} (−4.95 K). This finding is in agreement with results shown in Figures 2b and 2d, which suggest that decreased albedo in LGM_{GLOMAP} and the resulting enhanced land surface energy uptake is mainly responsible for differences in the LSTs in our simulations.

4. Conclusions

The comparison of our simulation results using both Tierney et al. and GLOMAP SSTs gives no clear indication which reconstruction results in overall better-fitting LSTs. Differences in simulated LSTs between LGM_{GLOMAP} and LGMTierney, particularly in the mid-latitudes, can be traced back to changes in land surface albedo due to variations in the vegetation cover and a temperature-dependent albedo of snowy/icy surfaces. From the data side, a higher low-elevation coverage obtained by using the same reconstruction method in some regions, particularly the neotropical realm and Australia/New Zealand, would be desirable.

Although the LGM is one of the most frequently simulated time slices in paleoclimate modeling and belongs to the standard PMIP model experiments (Braconnot et al., 2012; Kageyama et al., 2021), a consistent view of the marine and terrestrial reconstructions is still lacking. In order to estimate the Earth’s climate sensitivity based on simulations, the models have to represent several feedback mechanisms in the climate system correctly. In the tropics, which are particularly important for the global climate due their large spatial extent, relevant mechanisms include the cloud feedback and the water vapor—lapse rate feedback (Bony et al., 2006). Since there is still conflicting evidence on the LGM lapse rate change (Banerjee et al., 2022; Loomis et al., 2017), it represents another important target for model-data comparison. As pointed out by Seltzer et al. (2021), the lapse rate is critical for a comparison between simulated and reconstructed SSTs and LSTs, respectively, since the 130 m lower sea level might also lead to an additional temperature change. Another source of uncertainty are the model resolution and the parameterization of physical processes on the sub-grid scale. Model results with increased grid resolution demonstrate more realistic climate simulations due to the higher number and improved representation of climate processes and phenomena in the model (Lohmann et al., 2021; Roeckner et al., 2006). Modeling studies also indicate a substantial influence of variations in soil albedo on simulated LSTs, which might result in an additional global cooling by 1.07°C during the LGM (Stärz et al., 2016).

Based on our study, we propose an AMIP style experimental design for the LGM to the community and strongly encourage other research groups to force their AGCMs likewise with the two different SST reconstructions used here. The comparison of simulation results obtained by different models will minimize individual model biases introduced by differences in the parameterization schemes, complexity of the models and the grid resolution. The combined effort might lead to an improved understanding of glacial surface temperatures.
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