
LETTER • OPEN ACCESS

FROT: A Framework to comprehensively describe
radiative contributions to temperature responses
To cite this article: Estela A Monteiro et al 2024 Environ. Res. Lett. 19 124012

View the article online for updates and enhancements.

You may also like
Land covers associated with forest
expansion hot spots in the Nepal Himalaya
Karuna Budhathoki, Johanness
Jamaludin, Dietrich Schmidt-Vogt et al.

-

Major moisture shifts in inland Northeast
Asia during the last millennium
Zhengyu Xia, Wei Yang and Zicheng Yu

-

Tales of river and ice: Indigenous art and
water justice in the Arctic and the Amazon
Antonia Sohns, Alyssa Noseworthy,
Gordon M Hickey et al.

-

https://doi.org/10.1088/1748-9326/ad8807
https://iopscience.iop.org/article/10.1088/1748-9326/ad8be3
https://iopscience.iop.org/article/10.1088/1748-9326/ad8be3
https://iopscience.iop.org/article/10.1088/1748-9326/ad8763
https://iopscience.iop.org/article/10.1088/1748-9326/ad8763
https://iopscience.iop.org/article/10.1088/1748-9326/ad83e4
https://iopscience.iop.org/article/10.1088/1748-9326/ad83e4


Environ. Res. Lett. 19 (2024) 124012 https://doi.org/10.1088/1748-9326/ad8807

OPEN ACCESS

RECEIVED

29 February 2024

REVISED

30 September 2024

ACCEPTED FOR PUBLICATION

17 October 2024

PUBLISHED

31 October 2024

Original content from
this work may be used
under the terms of the
Creative Commons
Attribution 4.0 licence.

Any further distribution
of this work must
maintain attribution to
the author(s) and the title
of the work, journal
citation and DOI.

LETTER

FROT: A Framework to comprehensively describe radiative
contributions to temperature responses
Estela A Monteiro1,∗, Yona Silvy2,3, David Hohn1, Friedrich A Burger2,3, Thomas L Frölicher2,3

and Nadine Mengis1
1 Biogeochemical Modelling, GEOMAR Helmholtz Center for Ocean Research Kiel, Kiel, Germany
2 Climate and Environmental Physics, University of Bern, Bern, Switzerland
3 Oeschger Centre for Climate Change Research, University of Bern, Bern, Switzerland
∗ Author to whom any correspondence should be addressed.

E-mail: emonteiro@geomar.de

Keywords: radiative contribution, radiative forcing, temperature stabilisation, Earth system feedbacks, ambitious climate mitigation

Supplementary material for this article is available online

Abstract
Different human activities and associated emissions of CO2 and non-CO2 radiative forcing agents
and feedbacks determine the final state of Earth’s climate. To understand and explain contributions
to global temperature changes, many emission-based metrics have been employed, such as
CO2-equivalent or -forcing equivalent. None of these metrics, however, include dynamic responses
from Earth system feedbacks in terms of carbon and heat redistribution, known to play an
increasingly important role in ambitious mitigation scenarios. Here we introduce a framework that
allows for an assessment of such feedbacks in addition to CO2, non-CO2 anthropogenic forcing
and natural external variability contributions. FROT (Framework for Radiative cOntributions to
Temperature response) allows for an assessment of components of direct radiative impact to the
system (climate forcing), as well as Earth system feedbacks concerning heat and carbon. The
framework is versatile in terms of applications and allows for exploring individual components
contributions to, for example, temperature stabilisation simulations, or comparisons in different
models and scenarios, as it can reasonably explain their simulated temperature variability. Here, we
apply FROT to both an intermediate complexity and a fully coupled Earth system model, as we
simulate highly ambitious mitigation scenarios. Comparing temperature stabilisation scenarios, we
can show that both net-zero CO2 emissions and small amounts of positive CO2 emissions could
lead to a stable global temperature trajectory. Our assessment reveals that the effects of non-CO2

climate forcings, especially the development of sulphate aerosols in the atmosphere, and the
dynamics of the carbon cycle, play a pivotal role in the final level of warming and in enabling a
temperature stabilisation. Under highly ambitious climate mitigation scenarios it becomes crucial
to include Earth system feedbacks, specifically ocean heat uptake, to understand interannual to
decadal temperature development, since previously secondary processes now become increasingly
dominant. Our framework offers the opportunity to do so.

1. Introduction

Over the past decades, international climate agree-
ments have been established to mitigate anthropo-
genic impacts on the Earth system [1, 2]. These
efforts stem from the widely accepted understand-
ing that human activities are the primary driver of
global climate warming [3, 4], affecting the planet’s

overall energy balance. Main contributors to global
warming include the emissions of greenhouse gases
(GHGs) and aerosols, along with their precursors,
as well as changes in land characteristics [4]. Global
warming in response to these anthropogenic activ-
ities is currently mediated by the uptake of car-
bon by land and ocean [5], and the uptake of heat
mainly by the ocean [6]. Despite the high confidence
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in attributing climate change to human activities
(e.g. [7, 8]), uncertainties persist, regarding future
socio-economic developments [9, 10], Earth system
responses [11] or current strength and future evol-
ution of some individual contributions [11–13], for
example.

The choice of metric to assess possibilities presen-
ted by future simulation in climate mitigation is cru-
cial and should encompass all relevant climate for-
cing contributions. In the past decade, the primary
metric has been cumulative CO2 or CO2 equival-
ent (CO2-eq) emissions (e.g. [5, 14]), where non-
CO2 GHGs are converted to a CO2-eq estimate [15–
18] given their respective global warming potential
([19]). CO2-centric metrics rely on the near-linear
relationship between cumulative CO2 emissions and
global temperature increase, known as the transi-
ent climate response to cumulative CO2 emissions
(TCRE [20–22]), being associated, therefore, with
the concept of remaining carbon budget [20, 23–25].
The TCRE enables the calculation of allowable car-
bon emissions until a specified temperature target is
reached. However, the physical basis for this near-
linear relationship has been proven for scenarios con-
sidering CO2 only [26]. Incorporating non-CO2 for-
cing requires making assumptions about its propor-
tionality to CO2 [27, 28] or accounting for an uncer-
tain contribution from future non-CO2 forcing [25,
29]. The assumptions about proportionality cannot
be reliably projected into the future for ambitious cli-
mate mitigation scenarios, nor be well defined due
to uncertainty in future mitigation activities [30, 31].
Another commonly employed metric is CO2 forcing
equivalent (CO2–fe), which allows to take aerosol,
land-use albedo, and other components into account,
and relies on carbon cycle models estimations or
emulators [32, 33] or additional model simulations
[18, 34].

Natural climate dynamics, especially ocean heat
and ocean and land carbon uptake, are gaining
importance with respect to temperature responses
in ambitious climate mitigation scenarios [35, 36].
Yet, current frameworks that aim to project temper-
ature outcomes only consider anthropogenic forcing
assuming inputs to the system, thus not accounting
for dynamical responses and adjustments from the
feedbacks at play. Neglecting these dynamic Earth
system responses in the context of ambitious climate
mitigation scenarios, in which anthropogenic forcing
is projected to decrease, is especially prone to cause
large relative deviations in temperature projections.
Accordingly, there is a need for a more comprehens-
ive assessment of the relative contributions to the
future temperature changes including radiative con-
tributions (RC) from anthropogenic forcing, natural
forcing variability as well as Earth system’s dynamic
responses, which can then offer reliable and relevant

guidance on the necessary efforts to meet climate
targets.

Here we combine different existing approaches
to provide such a comprehensive framework that
allows for the inclusion of all components that
impact atmospheric temperature development:
FROT—Framework for Radiative cOntributions to
Temperature responses. This model assessment tool
builds upon the established energy balance theory,
allowing us to include the effects from anthropo-
genic activities such as GHG emissions, aerosols
and their precursors. It also considers natural cli-
mate forcing from volcanic and solar contributions,
along with Earth system responses, including carbon
cycle dynamics and ocean heat uptake. However, in
its current form, FROT does not account for time-
dependent variations in climate feedbacks. FROT
connects all of the components in a common radi-
ative metric with a unit of Wm−2. By combining all
relevant contributions—forcings and feedbacks—
that affect the planet’s atmospheric radiative burden
(ARB), we can reconstruct and explain the variability
in global surface air temperature. We demonstrate
the proof of concept using an intermediate complex-
ity model (UVic ESCM; section 3.1), and provide
application examples comparing different temperat-
ure stabilisation (TempStab) scenarios (section 3.2).
Additionally, we demonstrate FROT’s versatility by
applying it to a fully-coupled Earth System Model,
the GFDL-ESM2M (section 3.3), all while taking into
consideration needed assumptions and simplifica-
tions, such as time-invariant climate feedbacks.

2. Methods

2.1. Development of the assessment framework
In the following sections, we outline our approach
and provide detailed explanations of our assump-
tions. We consider the energy balance concept [37],
which relates planetary heat uptake (∆N) with radi-
ative forcing (RF) and radiative responses in terms of
temperature changes (∆T) through the climate feed-
back parameter (λ), as:

∆N(t) = RF(t)−λ∆T(t)⇒ RF(t)−∆N(t)∝∆T(t)
(1)

In order to appropriately assess the drivers behind
temperature variability, we focus on the transient
aspect of the radiative forcers and, where possible,
dynamical responses of the Earth system. Therefore,
we introduce here the concept of ARB, under which
we combine the anthropogenic radiative forcing and
the forcing related to natural external variability
with the radiative responses of land and ocean car-
bon uptake, and the ocean heat uptake. To accom-
modate this comprehensive framework, we adapt a
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formulation employed by MacDougall et al [36],
through which we can convert all components to
RCs. Moreover, this approach focuses on explor-
ing the temporal development of the contribution
of the combined driving forces to temperature vari-
ability, rather than describing individual compon-
ent’s attributed effects to the temperature at a spe-
cific point in time. In the following sections, we will
explore individual contributions to ARB in detail, cla-
rify assumptions and simplifications regarding time-
varying feedbacks, and finally relate ARB back to the
temperature variability in section 2.1.5.

2.1.1. RCs from CO2 emissions and carbon cycle
responses
The change in atmospheric carbon burden
(dCO2,atm) is the product of sources and sinks of CO2

(Emissions and Sinks). In the context of our analyses,
we differentiate these further into fossil fuel emissions
[EFOS], land use change emissions [ELUC]), and sinks
given from the carbon uptake by the land [SLAND] and
the ocean [SOCEAN]), following [5]. To express their
impact in terms of RC, we adapt the mathematical
formulation employed in [36], accounting here for
the time dependent character of such contributions:

∆RCCO2, atm (ti)

= R · dCO2,atm (ti)

= R · (Emissions+ Sinks)

= R · (dCO2,FOS (ti)+ dCO2,LUC (ti))

+R · (dCO2,LAND (ti) + dCO2,OCEAN (ti))

= R ·

 tiˆ

0

EFOS (t)

CA (t)
dt+

tiˆ

0

ELUC (t)

CA (t)
dt


+R ·

 tiˆ

0

SLAND (t)

CA (t)
dt+

tiˆ

0

SOCEAN (t)

CA (t)
dt


=∆RCCO2, emit (ti)+∆RCCO2, sink (ti) , (2)

where RCdCO2,atm (ti) is the RC of the atmospheric
carbon burden (Wm−2), R is the radiative forcing
from an e-fold increase in atmospheric CO2 burden
(Wm−2), EFOS,ELUC,SLAND,SOCEAN (t) are the com-
ponent’s CO2 flux into and out of the atmosphere
(PgCyr−1) and CA (t) is the CO2 content of the atmo-
sphere (PgC) in the year t. This equation, therefore,
reflects the impact that sinks or emissions ofCO2 have
on the changes in atmospheric carbon burden and
the impact in terms of radiative forcing. All fluxes
are considered as entering the atmosphere in this
notation, so the carbon sinks should have a negat-
ive sign.We calculate carbon flux contributions integ-
rated over time to account for the cumulative impact
of carbon on the atmosphere. Equation (2), there-
fore, allows for a cumulative approach to understand-
ing individual contributions, with results shown as

in figure 1(b), calculated from pre-industrial con-
ditions. To estimate each component’s contribution
at a given year, we differentiate the RC at consecut-
ive time steps (see figure 1(a)). Since the assessment
framework presented is able to provide information
with respect to individual contributions for each time
step, we are able to observe the transient aspects of
dynamical responses. For the most accurate results,
we recommend to diagnose anthropogenic emissions
from, especially, land use directly in the model and
include them asmodel outputs. If this is not available,
model inputs can be used.

2.1.2. RCs from anthropogenic non-CO2 GHGs and
aerosols
Anthropogenic non-CO2 GHGs, like methane,
nitrous oxide or CFCs, have a significant impact on
the Earth’s radiative balance [12, 39]. In addition to
the previously mentioned well-mixed greenhouse
gases (WMGHGs), other minor contributors are
tropospheric and stratospheric ozone for example.
Different methods are explored for calculating their
(effective) radiative forcing [11, 12, 38, 40–42]. We
refer to such previous studies on WMGHGs radi-
ative forcing to directly include non-CO2 GHGs
[RCWMGHGs] in our framework.

In the same way, aerosols and their precursors sig-
nificantly influence the Earth’s climate by predom-
inantly reflecting incoming solar radiation, result-
ing in atmospheric cooling. Yet, the assessment of
aerosol radiative forcing contribution is more com-
plicated than the one from WMGHGs, since the
radiative forcing is spatially non-uniform and varies
based on sources and interactions with clouds (e.g.
[43]). In fact, aerosols contribute the largest uncer-
tainty to changes in Earth’s radiative forcing [12, 44].
For FROT but also for further climate studies we
strongly recommend modelling groups to determ-
ine and make available the radiative forcing of aero-
sols in their simulations. If diagnosed, aerosols effect-
ive radiative forcing contributions [RCaerosols] can be
incorporated in FROT alongside other components
from non-CO2 GHGs, based on their forcing anom-
aly to pre-industrial conditions as:

∆RCnon−CO2 (ti) = ∆RCWMGHGs (ti) +∆RCaerosols (ti) ,
(3)

with ∆RC as the anomaly in forcing RC of a spe-
cific component between year ti relative to initial con-
ditions, e.g. here pre-industrial state, (Wm−2). Note
that components that cool the climate have a negative
sign in FROT.

As discussed in section 2.1.1, ideally, diagnosed
forcing output would be used for the assessment,
to allow for an understanding of their varying con-
tributions to annual temperature variability. If this
information is not available, forcing input to the
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model, as provided by emulators or integrated assess-
ment models, can also be included.

2.1.3. RCs from natural external climate forcing
Themain natural external climate forcing [RCnat] that
impacts global mean temperature originates from
solar irradiance variability and volcanic eruptions.
These two contributions are commonly diagnosed
in terms of their radiative forcing impact, or are
provided as radiative forcing input to models, which
allows for a straight-forward inclusion in FROT,

∆RCnat (ti) = ∆RCsolar (ti)+∆RCvolcanos (ti) , (4)

with ∆RC being the radiative forcing contribu-
tion between year ti and pre-industrial conditions
(Wm−2), once again with negative values for contri-
butions that cool the atmosphere.

2.1.4. Earth heat responses
The last contribution to be taken into account is the
Earth heat response [RCEH]. In our analysis, we con-
sidered this to be approximated by the ocean heat
uptake. We define effective ocean heat uptake follow-
ing the approach brought forward inMacDougall et al
[36], resulting in total radiative forcing of:

∆RCEH (ti) = ϵ ∗∆Nheat uptake (ti) , (5)

with ϵ being a scaling variable for the efficacy of
the planetary heat uptake (for calculations see [36,
37]) and∆N being the contribution from ocean heat
uptake between year ti and pre-industrial conditions
(Wm−2), with negative values if this component cools
the atmosphere. Although FROT is theoretically cap-
able of incorporating time-varying feedbacks if this
information would become available, we have chosen
to treat ϵ as a constant, similar to what was done in
[36], where the authors use efficacy values from the
1pctCO2 experiment [45]. As a consequence, we are
not able to include the full impacts from the tem-
poral variability of the efficacy (or associated sur-
face pattern effect [46]), a process known to play an
important role in defining temperature evolution in
the atmosphere. In [36], the authors report efficacy
to have a±30% uncertainty associated with it, which
applies similarly to the results presented here. As a res-
ult of such assumption, the results explored in section
3 do not include time-dependent climate feedbacks.

2.1.5. Comprehensive framework with contributions
from all components
Once all the components mentioned in the sections
before are included, FROT is able to provide an
estimate of the ARB as:

ARB(ti) = ∆RCCO2 , atm (ti)+∆RCnon−CO2 (ti)

+∆RCnat (ti)+∆RCEH (ti)

= [∆RCCO2 , emit (ti)+∆RCnon−CO2 (ti)+∆RCnat (ti)]

+ [∆RCCO2 , sink (ti)+∆RCEH (ti)] . (6)

ARB includes all components that contribute
to the radiative forcing, including dynamic changes
in atmospheric carbon content differentiated into
sources and sinks of CO2, contributions from non-
CO2 GHGs and aerosol forcing, as well as natural cli-
mate forcing, and the dynamic changes in planetary
heat uptake as simulated by the respective Earth sys-
tem models.

Since both time varying forcing and radiative
responses are accounted for with ARB, we can expect
its evolution to be proportional to that of the surface
air temperature,

ARB∝∆T (7)

We find that ARB is able to follow simulated
atmospheric temperature developments consistently
for ambitious mitigation scenarios, since it encom-
passes all relevant components in these scenarios (see
comparison with top of the atmosphere net radiation
in figure S4). This proportionality is not given by
the climate feedback parameter (λ), since this vari-
able relates radiative forcing to temperature changes
frompre-industrial conditions, while transient effects
from Earth system dynamics are considered under
FROT. It is not within the aim of this study to cal-
culate the proportionality. Rather we want to provide
an assessment framework that is able to show a com-
prehensive approach to radiative forcing components
and responses in terms of their impacts on temper-
ature variability, even if omitting some of the time-
varying aspect of climate feedbacks. More explana-
tions on the relation to equilibrium climate sensitivity
can be found in sections 4.1, 4.2 and the supplement-
ary material.

Lastly, we want to note, that further individual
components implemented in distinct models not
present in the analyses here could be included in
FROT. This information is, however, model specific
and to be assessed by the modelling groups. Features
not made explicit in the current analysis include
contributions from permafrost dynamics, individual
non-CO2 GHGs, aerosol-cloud interactions, and land
(ice) heat uptake.

2.2. Model and scenario description
To demonstrate the application of FROT, we use
the UVic Earth system model of intermediate com-
plexity (UVic-ESCM 2.10 [47–49]:), which offers
a good representation of Earth’s carbon cycle and
heat exchanges. The model has a 3.6◦ × 1.8◦ spa-
tial grid, 19 ocean vertical levels, 14 terrestrial soil
levels, dynamic vegetation with 5 plant functional
types, and a permafrost module. For the analyses in
sections 3.1 and 3.2, the Earth heat uptake is estim-
ated as the total ocean heat uptake, which assumes
heat uptake by the land, soil or ice to be negli-
gible. This choice is in agreement with the ana-
lysed model’s representation of the energy balance,
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and can be adapted to individual model’s capabilit-
ies of representing the Earth system heat budget [6].
We simulated two comparable high-mitigation scen-
arios. The first scenario stabilises global mean sur-
face temperatures at 1.5 ◦C within the 21st century
[50], using the adaptive emission reduction approach
(AERA—[51, 52]), which iteratively calculates the
fossil fuel CO2 emissions necessary for achieving and
stabilising at 1.5 ◦C. Non-CO2 GHGs, aerosols and
land-use changes follow the SSP1-2.6 scenario. The
second scenario (SSP1_zero2070_5_0_co2only [53]),
also using UVic-ESCM 2.10 stabilises global warm-
ing at 2.0 ◦C, reaching net-zero fossil CO2 emission in
2070 andmaintaining this level until 2100. Themodel
is forced with non-CO2 GHGs emission-driven data
from CO2, CH4, N2O, CO, NOx, CF4 and SF6, with
the newly developed atmospheric chemistry module
based on FAIR v.1.3 [54, 55]. All non-CO2 GHGs,
aerosols and land-use changes also follow the SSP1-
2.6 scenario. Both scenarios have a similar carbon
budget, 1804 and 1816 Gt CO2, respectively, between
2010–2100. Due to important differences in non-CO2

GHGs and aerosol forcing in these two simulations,
we anticipate substantial differences in climate for-
cing contributions and associated responses between
the scenarios.

In addition, we use a 1.5 ◦C global temperat-
ure stabilisation scenario conducted with the fully
coupled Earth system model (GFDL-ESM2M—[56–
58]). The GFDL ESM2M includes a dynamic atmo-
sphere, ocean and land carbon cycles, on a 1◦ tripolar
grid for the ocean, having finer resolution close to the
Equator, and an atmospheric resolution of 2 × 2.5◦.
The atmosphere is represented by 24 vertical pressure
levels and the ocean with 50 depth levels. The 1.5 ◦C
global warming stabilisation simulation of the GFDL
ESM2M was also conducted with AERA and follows
the RCP2.6 scenario for non-CO2 radiative forcing
agents and land-use change [52]. Further descriptions
are given in the supplementary material.

3. FROT application and examples

3.1. Evaluation of individual components of the
framework and proof of concept
We first evaluate whether RCs to atmospheric car-
bon burden including fossil fuel and LUC emissions
as well as the ocean and land carbon cycle dynam-
ics (see equation (1)) align with the radiative for-
cing from changes in atmospheric CO2 concentra-
tions over time in UVic ESCM for the 2 ◦C global
TempStab scenario (figure 1(a)). The reconstructed
radiative forcing agrees well with simulated CO2 con-
centration changes forcing (compare black hatched
bars with black lines in figures 1(a) and (b)), both
for annual and cumulative estimates. From 2000 to
2055, fossil CO2 emissions dominate positive forcing
to the system, strongly decreasing and reaching zero
by 2070. However, after 2055 remaining emissions

are over-compensated by natural terrestrial and ocean
carbon sinks, reducing CO2 radiative forcing. CO2-
related components alone cannot coherently describe
the observed variability in air temperature (purple
lines in figures 1(a) and (b)). While the reduction in
the forcing from carbon-altering components can be
clearly associated with the reduction in annual tem-
perature changes reaching a near temperature sta-
bility, short-term interannual fluctuations cannot be
explained by these contributors alone.

A comprehensive radiative burden emerges once
all contributors (i.e. carbon- and non-carbon- alter-
ing components) are considered (figures 1(c) and
(d)), providing a full understanding of global tem-
perature variability. Exploring the relevance of only
non-CO2 GHGs (orange and red bars in figures 1(c)
and (d)) reveals their insufficient impact on the radi-
ative forcing to explain the simulated temperature
variability. Similar to CO2 altering components, the
overall decrease in the annual contribution from
non-CO2 forcing is mirrored by a general reduction
in annual temperature increases. For this particu-
lar 2 ◦C-TempStab scenario, sulphate aerosol forcing
appears crucial in modulating temperature variabil-
ity between 2010 and 2030, the reduction of which
contributes to an overall warming during that period.
The non-CO2 components’ contribution nears zero
around 2050, while air temperature persists in an
oscillating behaviour, indicating the increasing dom-
inance of natural external climate variability on the
second half of the century.

In the initial years of the simulation, when CO2

altering components (mainly FOS), as well as non-
CO2 GHGs and aerosols, strongly impact global
radiative forcing, the natural variability appears to
simply modulate the temperature change led by
the atmospheric CO2 radiative impact (green bars
in figure 1(c)). While solar and volcanic forcings
are independent and externally determined, ocean
heat uptake responds to dynamics in the Earth
system. As the scenario progresses and CO2 and
non-CO2 forcings are phased out between 2050
and 2070 (figure 1(c)), natural external variabil-
ity becomes more relevant. In fact, natural vari-
ability appears to be the leading cause for short-
term air temperature fluctuations, again with the
oceanmodulating the temperature changes and com-
pensating for solar radiation oscillations. The end
of the century temperature fluctuations closely fol-
low the net effect of the considered natural for-
cings, both in frequency and magnitude of changes
(figure 1(c)).

In terms of relevant effects on longer timescales
and for total temperature changes, the predomin-
ance of CO2 sources and CO2 regulating compon-
ents (i.e., carbon cycle responses) becomes evident
in cumulative impacts to temperature (figure 1(d)).
The overall contribution of the atmospheric CO2

burden dominates the cumulative effect derived
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Figure 1. Introduction and proof of concept to framework for radiative contribution to temperature response (FROT):
Stacked contributions to atmospheric radiative burden (ARB) from (a), (b) CO2 altering contributors and (c), (d) all contributors
(colored bars—see legend) for the 2 ◦C global TempStab using UVic ESCM 2.10 between 1950 and 2100. The term all
contributors includes those from CO2 panels—note the different vertical scale when comparing (a), (b) to (c), (d). Annual values
are shown on the left panels, while cumulative fluxes are given on the right. Cumulative fluxes are calculated from pre-industrial
conditions, i.e. the year 1850. The purple line represents the temperature variability (referring to right y axis), while the black line
in (a), (b) shows the CO2 radiative forcing (referring to the left y axis) calculated based on [38]. Similar to the individual forcing
contributions, left panels show the temporal derivative of temperature and CO2 radiative forcing, while their simulated/calculated
values are shown on the right ones. The black hatched bars indicate the net burden from the sum of the contributors considered.

from the long atmospheric lifetime of CO2, with
impacts simulated to last for hundreds to thou-
sands of years [48]. Conversely, short-lived cli-
mate forcers, like aerosols and GHGs as carbon
monoxide or non-methane organic compounds,
are strongly reduced by the end of the century,
with less relevant impacts as the simulation pro-
gresses. Finally, the importance of ocean heat uptake
for dampening temperature increase becomes clear,
as seen in the cumulative impact, even if time-
varying climate feedbacks are not included in this
analysis.

3.2. TempStab scenario comparison
FROT can facilitate a comparative analysis on how
each radiative component varies in relation to itself
and others in distinct scenario simulations and, there-
fore, allows for drawing insights on processes lead-
ing to temperature changes. We compare two global
mean TempStab scenarios, each with a carbon budget
of 1810 Gt CO2, but an end of the century tem-
perature of 1.5 ◦C and 2 ◦C (1.5 ◦C-TempStab and
2 ◦C-TempStab, respectively). Despite the same car-
bon emissions budget, their end-of-the-century tem-
peratures deviate by about 0.60 ◦C (purple line in
figure 2)).

The FROT framework enables a comprehens-
ive assessment of which contributors—forcing dif-
ferences and Earth system dynamics—are respons-
ible for the temperature differences in the two scen-
arios. FOS are implemented under different pathways
in the scenarios. While the 2 ◦C-TempStab scenario
has initially slightly higher emissions and steadies at
net-zero by 2070, 1.5 ◦C-TempStab simulation main-
tains small positive fossil fuel CO2 emissions until the
end of the century (figures 2 and S1). Additionally,
the distinct relative importance of aerosols and other
GHGs leads here to substantial temperature differ-
ence. In the 2 ◦C-TempStab scenario a stronger aer-
osol decrease causes higher warming forcing of up
to 0.59 Wm−2 between 2010 and 2025 compared to
the 1.5 ◦C-TempStab simulation. After 2035, non-
CO2 WMGHGs contribute to further warming for-
cing of up to 0.47 Wm−2 in the 2 ◦C-TempStab scen-
ario (figure 2).

Finally, the differences in contributions due to
carbon emissions and heat and carbon responses lead
to variations in the land carbon uptake and ocean
heat uptake in the scenarios. A weaker land car-
bon uptake in the 2 ◦C-TempStab scenario (36% of
the cooling forcing, compared to 40% in 1.5 ◦C-
TempStab) leads to more temperature increase in
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Figure 2. Differences between the 1810 Gt CO2 carbon budget 2◦C and 1.5 ◦C global TempStab scenarios using UVic ESCM
2.10. Cumulative contributions from the individual components to atmospheric radiative burden (ARB) (colored bars—see
legend) between 1950 and 2100. Cumulative fluxes are calculated from pre-industrial conditions, i.e. the year 1850. The purple
line represents the temperature variability referring to the right y axis, while the black hatched bars indicate the net burden from
the sum of the individual contributors, referring to the left y axis. The individual contributions for the 1.5 ◦C-TempStab
simulation using UVic ESCM 2.10 can be seen on the supplementary information.

the 2 ◦C versus 1.5 ◦C-TempStab scenario. The rel-
atively higher land carbon uptake in the 1.5 ◦C-
TempStab simulation is dominated by lower soil res-
piration, rather than net primary production, des-
pite themaintained positive emissions (see figure S2).
Stronger fossil fuel mitigation at an early stage in the
1.5 ◦C-TempStab scenario contributes to lower end
of the century temperature. The stronger ocean heat
uptake in the 2 ◦C relative to 1.5 ◦C-TempStab scen-
ario compensates up to 0.54 Wm−2 of the additional
radiative forcing. The higher ocean heat uptake in the
2 ◦C-TempStab scenario (22% of the cooling com-
pared to 14% in 1.5 ◦C-TempStab) is possibly asso-
ciated with higher incoming shortwave radiation at
the surface from lower atmospheric aerosol content
and a different ocean heat content from higher CO2

concentrations in the 2 ◦C-TempStab simulation (not
shown).

3.3. Application of FROT to a fully-coupled Earth
systemmodel
Next, we explore the effects and contributions of
various forcing and dynamic Earth system com-
ponents in a fully-coupled Earth system model, the
GFDL-ESM2M. The model’s higher complexity, with
a high internal natural variability compared to UVic
ESCM, that lacks unforced variability, leads to a large
difference when comparing variability in figures 1

and 2 with figure 3, and makes interpretation of res-
ults more challenging. When analysing the GFDL-
ESM2M, the cumulative approach aids in under-
standing the TempStab scenario and we can observe
that despite strong reductions, fossil fuel and land use
CO2 emissions do not reach net-zero during the 21st
century (figures 3(a) and (b)). The radiative forcing
contributions of non-CO2GHGs, in particular tropo-
spheric ozone, are reduced throughout the century.
Both components’ groups reduction contributes to
the aimed stabilisation.

Changes in aerosol cooling, in contrast to the
UVic ESCM model, play a minor role in this model,
with reduced cooling effect between 2000 and 2040.
Land carbon uptake is overall stronger than ocean
carbon uptake (46% cooling contribution against
41%, respectively), but also shows higher variab-
ility, weakly oscillating throughout the simulation.
Ocean heat uptake reflects most of the model’s
internal variability (with a magnitude as high as
2 Wm−2, see figures 3(c), and S3), with continuous
uptake throughout the simulation of the 21st cen-
tury, aiding the stabilisation of global mean tem-
perature (figure 3(d)). The large importance of the
ocean heat uptake is clear even in the absence of
time-varying climate feedbacks. Evidently, it is the
reduction of fossil CO2 emissions and non-CO2

GHG emissions that mainly contribute to the aimed
halt of global mean temperature, eventually leading
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Figure 3. Application to a fully-coupled model (GFDL-ESM2M): Contributions to atmospheric radiative burden (ARB) from all
individual contributors (coloured bars—(a), (b)) and the final atmospheric radiative burden (black hatched bars—(c), (d)) for
the 1.5 ◦C global TempStab scenarios using GFDL-ESM2M between 1950 and 2100. Differentiated values are shown on the left
column, while cumulative fluxes are given on the right. Cumulative fluxes are calculated from pre-industrial conditions, i.e. the
year 1861. The purple line represents the temporal derivative of temperature in (c) and the simulated surface air temperature
anomaly values on (d), referring to the right y axis. The black hatched bars indicate the net burden from the sum of the
contributors considered.

to its stabilisation, modulated by the ocean heat
uptake.

4. Conclusions

4.1. Scenario and framework outcomes
Our analyses demonstrate the value and versatil-
ity of the proposed FROT framework by assessing
different forcing and responses contributions and
their relative importance with respect to the Earth
system’s temperature development over time. FROT
is applied to ambitious climate mitigation TempStab
scenarios, where major anthropogenic forcing con-
tributors decrease over the 21st century (i.e. fossil
fuel and land use CO2 emissions, non-CO2 GHGs
and aerosols). We highlight that stabilisation timing
and, to an extent, the end of century warming depend
upon themitigation of non-CO2-related components
in our two simulations, as well as the carbon cycle
and the ocean heat uptake dynamics. Considering the
Earth system feedbacks to the radiative forcing of the
planet is essential to estimate if and how temperature
will stabilise in high mitigation scenarios. Moreover,
the scenario comparison highlights the importance of
early fossil fuel mitigation for temperature stabilisa-
tion, even in a context of highly ambitious emissions
mitigation scenarios for an ambitious end of the cen-
tury temperature target.

Different radiative forcing components can
impact the efficiency and dynamics of one another’s
radiative processes. For example, methane affects
the carbon cycle [59], while volcanic eruptions and
changes in incoming solar radiation impact the ocean
heat and carbon uptake [60, 61]. Likewise, aerosol
content and its distribution in the atmosphere as well
as its development over the 21st century strongly
impact ocean heat uptake [62]. The inclusion of
model’s diagnostic outputs into FROT allows for the
consideration of such interrelations. Even though
such interactions and non-linearities are accoun-
ted for in model’s implementations, our approach
is obviously constrained by the limitations posed by
a model’s accuracy and proper process representa-
tion. Any uncertainty and lack in implementation
will be translated into FROT and, therefore, must
be acknowledged. Similarly, we must highlight the
assumption used in the examples explored here of a
constant efficacy of the planetary heat uptake, and
associated climate feedbacks assumed therefore to
be constant in time, which carries an uncertainty of
up to 30% associated to it (see [36]). However, pro-
cesses not represented in models conversely, would
not impact the accounting of FROT, but neither
would they affect the simulated temperature variabil-
ity, leading to consistent results within the application
of FROT.
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Finally, as emphasised in the previous sections,
FROT’s primary goal is to explain different
contributions to global air temperature changes based
on forcing and responses, not to predict absolute
temperature changes. An intuitive next step could be
to estimate temperature from the ARB given by the
framework. This relationship could, conversely, allow
for inferences in terms of remaining forcing budgets
associated with specific end of the century temperat-
ure goals. Any attempt in projecting real-world abso-
lute temperature changes, however, would depend
on a sufficient understanding of such proportionality
in the real world. While we are able to diagnose and
manipulate, for example, a model’s climate sensit-
ivity (see SI for more analyses), uncertainties of the
real world Earth’s climate system response to the net
forcing remain to date (e.g. [4]), refraining us from
this step. As pointed out previously, the proportion-
ality between ARB and temperature is not given by
the climate sensitivity per se, since this term is asso-
ciated in particular to the net radiative forcing. The
inclusion of Earth responses and dynamics in a tran-
sient manner in FROT allows for reasonably constant
proportion betweenARBand the temperature variab-
ility, even in the presence of highly ambitious climate
mitigation scenarios (see for example SI figure S6
for details). Further evaluation of this proportional-
ity would have to be thoroughly investigated even in
models, based on, for example, experiments utilizing
different efficiencies in heat uptake, transient climate
responses or distinct radiative forcing components.

4.2. Framework outlook and limitations
CO2-eq and CO2-fe metrics or carbon budgets are
valuable approaches that aim to provide a unified
overview of climate forcing components and temper-
ature evolution and to informmitigation policies (e.g.
[15, 16, 34]). They, however, lack the ability to include
dynamic Earth system responses to forcing contribu-
tions. These internal feedbacks will play a key role in
determining temperature stabilisation in ambitious
mitigation pathways. We here introduce a framework
that provides a more comprehensive approach for the
assessment of the different components of anthropo-
genic and natural climate forcings and relevant Earth
system dynamics. In a highly ambitious mitigation
world, this level of complexity is in fact necessary
for an assessment of temperature variability, therefore
the solid relationship found between changes in ARB
and the simulated temperature variability provides
valuable information to the relative importance of the
analysed climate components. FROT can, in addition
and in a synergic manner with pre-existing carbon-
centered methods, provide more detailed insights on
the overall contributions to temperature change to
inform ambitious mitigation policies.

FROT is not envisioned to predict global mean
temperature, but rather aims to provide an approach

to understand contributions of all relevant compon-
ents to climate change and mitigation efforts, espe-
cially in a context in which humanity moves towards
lower anthropogenic forcing. It delivers a compre-
hensive assessment tool to be utilized in better under-
standingmodel simulations and surface air temperat-
ure changes.

We have demonstrated that the framework is eas-
ily implemented for different models and scenarios,
and allows for a comparison of forcing components
and Earth system dynamics between model simu-
lations. This highlights the relatively simple applic-
ability and versatility of FROT. Especially the com-
parisons of stabilisation scenarios and its applica-
tion to different models make FROT a useful tool
for intercomparison projects. Further analyses of, for
example, 1.5 ◦C scenarios could benefit greatly from
this approach. The impacts of forcing or distinct
implementation choices and their impact on Earth
system dynamics can also be explored by applying the
comprehensive framework.

Once again, it is clear that applying this frame-
work, and the granularity of the application, will
depend on the modelling structure and in how
far information on the single components can be
obtained. We are aware of the limitations of some
models with respect to global mean sulphate aerosol
forcing or even diagnostic land-use change emissions,
among others. We nevertheless see value in obtaining
and combining these variables, as we have shown that
their respective contributions are important to con-
sider in high ambition mitigation scenarios, and sug-
gest modelling groups to provide more of such out-
puts in future rounds of model intercomparisons. In
addition, althoughwe point out that FROT is not lim-
ited to time constant efficacy, we acknowledge that a
consideration of time dependence in the climate feed-
backs within FROT would be an important step for-
ward. It is clear fromour results, however, that even in
case of such needed simplifications, the conclusions
obtained with FROT, taking into consideration the
associated uncertainty level, are relevant and vastly
useful for the climate community.

Data and code availability statement

The LTTG scenario data is available on the plat-
form MESSAGEix Paris Long-Term Temperature
Goal (LTTG) Scenario Explorer hosted by IIASA
(https://data.ene.iiasa.ac.at/paris-lttg-explorer under
SSP1_zero2070_5_0_co2only). The LUC pat-
terns applied to the UVic-ESCM 2.10 simulations
were compiled from the input4MIPs platform
(https://esgf-node.llnl.gov/projects/input4mips/
under Land-Use Harmonization Data Set).

The underlying code for this study is available in
[https://git.geomar.de/estela-monteiro/frot.git].
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The underlying code are openly available at
the following URL/DOI: https://git.geomar.de/estela-
monteiro/frot.git.

Acknowledgments

EAM conducted the analyses. EAM and NM inter-
preted the results and were major contributors in
writing the manuscript. EAM and DH developed the
publicly available code. EAM, YS, TF, FB provided
the model data and/or ran simulations. All authors
read and approved the final manuscript. EAM thanks
G. The authors thank Joeri Rogelj, Ivy Frenger and
Andreas Oschlies for the valuable discussions of key
results. The authors thank Ric Williams and two
anonymous reviewers for their constructive com-
ments and discussion points.

All authors declare no financial or non-financial
competing interests.

EAM, DH, and NM are funded under the
Emmy Noether scheme by the German Research
Foundation (DFG) in the project ‘FOOTPRINTS—
From carbOn remOval To achieving the PaRIs agree-
meNt’s goal: Temperature Stabilisation’ (ME 5746/1-
1). YS, FAB and TLF are funded by the European
Union’s Horizon 2020 research and innovation pro-
gramme under Grant Nos. 821003 (Project 4C) and
101003687 (Project PROVIDE). GFDL ESM2M sim-
ulations have been performed on the Swiss National
Supercomputing Centre.

ORCID iDs

Estela A Monteiro https://orcid.org/0000-0002-
0454-1846
Yona Silvy https://orcid.org/0000-0002-7082-7375
David Hohn https://orcid.org/0000-0002-5317-
1247
Friedrich A Burger https://orcid.org/0000-0002-
7781-8498
Nadine Mengis https://orcid.org/0000-0003-0312-
7069

References

[1] UNFCCC 1997 Kyoto Protocol to the United Nations
Framework Convention on Climate Change (2303 U.N.T.S.
162)

[2] UNFCCC 2015 Paris agreement Report of the Conference of
the Parties to the United Nations Framework Convention on
Climate Change

[3] Allen M R et al 2018 Framing and Context. In: Global
Warming of 15 ◦C: IPCC Special Report on Impacts of Global
Warming of 15 ◦C above Pre-industrial Levels in Context of
Strengthening Response to Climate Change, Sustainable
Development, and Efforts to Eradicate Poverty ed
V Masson-Delmotte, P Zhai, H-O Pörtner, D Roberts, J Skea
and P R Shukla 1st edn (Cambridge University Press) pp
49–92 (available at: www.cambridge.org/core/product/
identifier/9781009157940/type/book) (Accessed 2023 May
25)

[4] IPCC 2021 Summary for policymakers V Masson-Delmotte,
P Zhai, A Pirani, S L Connors, C Péan and S Berger eds

Climate Change 2021—The Physical Science Basis Working
Group I Contribution to the Sixth Assessment Report of the
Intergovernmental Panel on Climate Change 1st edn
(Cambridge University Press) pp 3–32

[5] Friedlingstein P, Jones MW, Andrew R M, Bakker D C E,
Hauck J and Landschützer P 2023 Global carbon budget
2023 Earth Syst. Sci. Data 15 5301–69

[6] Von Schuckmann K et al 2020 Heat stored in the Earth
system: where does the energy go? Earth Syst. Sci. Data
12 2013–41

[7] Otto F E L, Frame D J, Otto A and Allen M R 2015
Embracing uncertainty in climate change policy Nat. Clim.
Change 5 917–20

[8] Haustein K, Allen M R, Forster P M, Otto F E L,
Mitchell D M, Matthews H D and Frame D J 2017 A
real-time global warming index
Sci. Rep. 7 15417

[9] Hawkins E and Sutton R 2009 The potential to narrow
uncertainty in regional climate predictions Bull. Am.
Meteorol. Soc. 90 1095–108

[10] Lehner F, Deser C, Maher N, Marotzke J, Fischer E M,
Brunner L, Knutti R and Hawkins E 2020 Partitioning
climate projection uncertainty with multiple large ensembles
and CMIP5/6 Earth Syst. Dynam. 11 491–508

[11] Forster P, Storelvmo T, Armour K, Collins W, Dufresne J-L
and Frame D 2021 The Earth’s energy budget, climate
feedbacks, and climate sensitivity Climate Change 2021—The
Physical Science Basis Working Group I Contribution to the
Sixth Assessment Report of the Intergovernmental Panel on
Climate Change ed V Masson-Delmotte, P Zhai, A Pirani,
S L Connors, C Péan and S Berger 1st edn (Cambridge
University Press) pp 923–1054 (available at: www.cambridge.
org/core/product/identifier/9781009157896/type/book)
(Accessed 5 July 2023)

[12] Szopa S, Naik V, Adhikary B, Artaxo P, Berntsen T and
Collins W D 2021 Short-lived climate forcers Climate
Change 2021—The Physical Science Basis Working Group I
Contribution to the Sixth Assessment Report of the
Intergovernmental Panel on Climate Change ed
V Masson-Delmotte, P Zhai, A Pirani, S L Connors, C Péan
and S Berger 1st edn (Cambridge University Press) pp
817–922 (available at: www.cambridge.org/core/product/
identifier/9781009157896/type/book) (Accessed 5 July 2023)

[13] Eyring V, Gillett N P, Achuta Rao K M, Barimalala R,
Barreiro Parrillo M and Bellouin N 2021 Human influence
on the climate system Climate Change 2021—The Physical
Science Basis Working Group I Contribution to the Sixth
Assessment Report of the Intergovernmental Panel on Climate
Change 1st edn V Masson-Delmotte, P Zhai, A Pirani, S L
Connors, C Péan and S Berger (Cambridge University Press)
pp 423–552 (available at: www.cambridge.org/core/product/
identifier/9781009157896/type/book) (Accessed 5 July 2023)

[14] United Nations Environment Programme 2022 Emissions
gap report 2022 The Closing Window—Climate Crisis Calls
for Rapid Transformation of Societies) (available at: www.
unep.org/emissions-gap-report-2022)

[15] Matthews H D, Solomon S and Pierrehumbert R 2012
Cumulative carbon as a policy framework for achieving
climate stabilization Phil. Trans. R. Soc. A 370 4365–79

[16] Smith S M, Lowe J A, Bowerman N H A, Gohar L K,
Huntingford C and Allen M R 2012 Equivalence of
greenhouse-gas emissions for peak temperature limits Nat.
Clim. Change 2 535–8

[17] Allen M R, Shine K P, Fuglestvedt J S, Millar R J, Cain M,
Frame D J and Macey A H 2018 A solution to the
misrepresentations of CO2-equivalent emissions of
short-lived climate pollutants under ambitious mitigation
npj Clim. Atmos. Sci. 1 16

[18] Mengis N, Partanen A-I, Jalbert J and Matthews H D 2018
1.5 ◦C carbon budget dependent on carbon cycle
uncertainty and future non-CO2 forcing Sci. Rep. 8 5831

[19] Shine K P, Derwent R G, Wuebbles D J and Morcrette -J-J
1990 Radiative Forcing of Climate ed J T Houghtin,

10

https://git.geomar.de/estela-monteiro/frot.git
https://git.geomar.de/estela-monteiro/frot.git
https://orcid.org/0000-0002-0454-1846
https://orcid.org/0000-0002-0454-1846
https://orcid.org/0000-0002-0454-1846
https://orcid.org/0000-0002-7082-7375
https://orcid.org/0000-0002-7082-7375
https://orcid.org/0000-0002-5317-1247
https://orcid.org/0000-0002-5317-1247
https://orcid.org/0000-0002-5317-1247
https://orcid.org/0000-0002-7781-8498
https://orcid.org/0000-0002-7781-8498
https://orcid.org/0000-0002-7781-8498
https://orcid.org/0000-0003-0312-7069
https://orcid.org/0000-0003-0312-7069
https://orcid.org/0000-0003-0312-7069
https://www.cambridge.org/core/product/identifier/9781009157940/type/book
https://www.cambridge.org/core/product/identifier/9781009157940/type/book
https://doi.org/10.5194/essd-15-5301-2023
https://doi.org/10.5194/essd-15-5301-2023
https://doi.org/10.5194/essd-12-2013-2020
https://doi.org/10.5194/essd-12-2013-2020
https://doi.org/10.1038/nclimate2716
https://doi.org/10.1038/nclimate2716
https://doi.org/10.1038/s41598-017-14828-5
https://doi.org/10.1038/s41598-017-14828-5
https://doi.org/10.1175/2009BAMS2607.1
https://doi.org/10.1175/2009BAMS2607.1
https://doi.org/10.5194/esd-11-491-2020
https://doi.org/10.5194/esd-11-491-2020
https://www.cambridge.org/core/product/identifier/9781009157896/type/book
https://www.cambridge.org/core/product/identifier/9781009157896/type/book
https://www.cambridge.org/core/product/identifier/9781009157896/type/book
https://www.cambridge.org/core/product/identifier/9781009157896/type/book
https://www.cambridge.org/core/product/identifier/9781009157896/type/book
https://www.cambridge.org/core/product/identifier/9781009157896/type/book
https://www.unep.org/emissions-gap-report-2022
https://www.unep.org/emissions-gap-report-2022
https://doi.org/10.1098/rsta.2012.0064
https://doi.org/10.1098/rsta.2012.0064
https://doi.org/10.1038/nclimate1496
https://doi.org/10.1038/nclimate1496
https://doi.org/10.1038/s41612-018-0026-8
https://doi.org/10.1038/s41612-018-0026-8
https://doi.org/10.1038/s41598-018-24241-1
https://doi.org/10.1038/s41598-018-24241-1


Environ. Res. Lett. 19 (2024) 124012 E A Monteiro et al

J G Jenkins and J J Ephraums (The IPCC Scientific
Assessment. Cambridge University Press) pp 41–68

[20] Matthews H D et al 2020 Opportunities and challenges in
using remaining carbon budgets to guide climate policy Nat.
Geosci. 13 769–79

[21] Allen M R, Frame D J, Huntingford C, Jones C D, Lowe J A,
Meinshausen M and Meinshausen N 2009 Warming caused
by cumulative carbon emissions towards the trillionth tonne
Nature 458 1163–6

[22] Matthews H D, Gillett N P, Stott P A and Zickfeld K 2009
The proportionality of global warming to cumulative carbon
emissions Nature 459 829–32

[23] Rogelj J, den Elzen M, Höhne N, Fransen T, Fekete H,
Winkler H, Schaeffer R, Sha F, Riahi K and Meinshausen M
2016 Paris Agreement climate proposals need a boost
to keep warming well below 2 ◦C Nature
534 631–9

[24] Rogelj J, Shindell D, Jiang K, Fifita S, Forster P and
Ginzburg V 2018 Mitigation pathways compatible with
1.5 ◦C in the context of sustainable development Global
Warming of 15 ◦C An IPCC Special Report on Impacts of
Global Warming of 15 ◦C Above Pre-Industrial Levels and
Related Global Greenhouse Gas Emission Pathway, in The
Context of Strengthening Global Response to the Threat of
Climate Change, Sustainable Development, and Efforts to
Eradicate Poverty ed V Masson-Delmotte, P Zhai,
H-O Pörtner, D Roberts, J Skea and P R Shukla (Cambridge
University Press) pp 93–174 (available at: www.cambridge.
org/core/books/global-warming-of-15c/mitigation-
pathways-compatible-with-15c-in-the-context-of-
sustainable-development/051AC891C0952E62DEF251
0593BC1C10)

[25] Matthews H D, Tokarska K B, Rogelj J, Smith C J,
MacDougall A H, Haustein K, Mengis N, Sippel S,
Forster P M and Knutti R 2021 An integrated approach to
quantifying uncertainties in the remaining carbon budget
Commun. Earth Environ. 2 7

[26] MacDougall A H 2016 The transient response to cumulative
CO2 emissions: a review Curr. Clim. Change Rep.
2 39–47

[27] Matthews H D, Landry J-S, Partanen A-I, Allen M, Eby M,
Forster P M, Friedlingstein P and Zickfeld K 2017 Estimating
carbon budgets for ambitious climate targets Curr. Clim.
Change Rep. 3 69–77

[28] Leach N J, Millar R J, Haustein K, Jenkins S, Graham E and
Allen M R 2018 Current level and rate of warming determine
emissions budgets under ambitious mitigation Nat. Geosci.
11 574–9

[29] Rogelj J, Forster P M, Kriegler E, Smith C J and Séférian R
2019 Estimating and tracking the remaining carbon budget
for stringent climate targets Nature 571 335–42

[30] Dhakal S, Minx J C, Toth F L, Abdel-Aziz A, Figueroa
Meza M J and Hubacek K 2022 Emissions trends and drivers
IPCC 2022 Climate Change 2022 Mitigation of Climate
Change Contribution of Working Group III to the Sixth
Assessment Report of the Intergovernmental Panel on Climate
Change ed P R Shukla et al (Cambridge University Press)

[31] Riahi K, Schaeffer R, Arango J, Calvin K, Guivarch T and
Hasegawa T 2022 Mitigation pathways compatible with
long-term goals IPCC 2022 Climate Change 2022: Mitigation
of Climate Change Contribution of Working Group III to the
Sixth Assessment Report of the Intergovernmental Panel on
Climate Change E R Shukla et alCambridge University Press)

[32] Jenkins S, Millar R J, Leach N and Allen M R 2018 Framing
climate goals in terms of cumulative CO 2

-forcing-equivalent emissions Geophys. Res. Lett.
45 2795–804

[33] Jenkins S, Cain M, Friedlingstein P, Gillett N, Walsh T and
Allen M R 2021 Quantifying non-CO2 contributions to
remaining carbon budgets npj Clim. Atmos Sci. 4 47

[34] Mengis N and Matthews H D 2020 Non-CO2 forcing
changes will likely decrease the remaining carbon budget for
1.5 ◦C npj Clim. Atmos Sci. 3 19

[35] Matthews H D and Zickfeld K 2012 Climate response to
zeroed emissions of greenhouse gases and aerosols Nat.
Clim. Change 2 338–41

[36] MacDougall A H et al 2020 Is there warming in the pipeline?
A multi-model analysis of the zero emissions commitment
from CO2 Biogeosciences 17 2987–3016

[37] Winton M, Takahashi K and Held I M 2010 Importance of
ocean heat uptake efficacy to transient climate change J.
Clim. 23 2333–44

[38] Etminan M, Myhre G, Highwood E J and Shine K P 2016
Radiative forcing of carbon dioxide, methane, and nitrous
oxide: a significant revision of the methane radiative forcing
Geophys. Res. Lett. 43 12–614

[39] Martin M A et al 2021 Ten new insights in climate science
2021: a horizon scan Glob. Sustain. 4 e25

[40] Boucher O, Randall D, Artaxo P, Bretherton C, Feingold G
and Forster P 2013 Clouds and aerosols Climate Change
2013: The Physical Science Basis Contribution of Working
Group I to the Fifth Assessment Report of the
Intergovernmental Panel on Climate Changeed T F Stocker,
D Qin, G-K Plattner, M Tignor, S K Allen and J Boschung
(Cambridge University Press) pp 571–658

[41] Thornhill G D et al 2021 Effective radiative forcing from
emissions of reactive gases and aerosols—a multi-model
comparison Atmos. Chem. Phys. 21 853–74

[42] IPCC Detener F J, Hall B, Smith C and Annex I P III 2021
Tables of historical and projected well-mixed greenhouse gas
mixing ratios and effective radiative forcing of all climate
forcers Climate Change 2021—The Physical Science Basis
Working Group I Contribution to the Sixth Assessment Report
of the Intergovernmental Panel on Climate Change 1st edn, ed
V Masson-Delmotte, P Zhai, A Pirani, S L Connors, C Péan
and S Berger (Cambridge University Press) pp 923–1054
(available at: www.cambridge.org/core/product/identifier/
9781009157896/type/book) (Accessed 5 July 2023)

[43] Li J et al 2022 Scattering and absorbing aerosols
in the climate system Nat. Rev. Earth Environ.
3 363–79

[44] Myhre G, Shindell D, Bréon F-M, Collins W, Fuglestvedt J
and Huang J 2013 Anthropogenic and natural radiative
forcing Climate Change 2013: The Physical Science Basis
Contribution of Working Group I to the Fifth Assessment
Report of the Intergovernmental Panel on Climate Change ed
T F Stocker, D Qin, G-K Plattner, M Tignor, S K Allen and
J Boschung (Cambridge University Press) pp 659–740

[45] Eyring V, Bony S, Meehl G A, Senior C A, Stevens B,
Stouffer R J and Taylor K E 2016 Overview of the coupled
model intercomparison project phase 6 (CMIP6)
experimental design and organization Geosci. Model. Dev.
9 1937–58

[46] Armour K C, Bitz C M and Roe G H 2013 Time-varying
climate sensitivity from regional feedbacks J. Clim.
26 4518–34

[47] Weaver A J et al 2001 The UVic earth system climate
model: model description, climatology, and applications
to past, present and future climates Atmos. Ocean
39 361–428

[48] Eby M, Zickfeld K, Montenegro A, Archer D, Meissner K J
and Weaver A J 2009 Lifetime of anthropogenic climate
change: millennial time scales of potential CO2

and surface temperature perturbations J. Clim.
22 2501–11

[49] Mengis N et al 2020 Evaluation of the University of Victoria
earth system climate model version 2.10 (UVic ESCM 2.10)
Geosci. Model. Dev. 13 4183–204

[50] Frölicher T L, Terhaar J, Fortunat J and Silvy Y 2022 Protocol
for adaptive emission reduction approach (AERA)
simulations (v2.0) Zenodo (https://doi.org/
10.5281/zenodo.7473133)

[51] Terhaar J, Frölicher T L, Aschwanden M T, Friedlingstein P
and Joos F 2022 Adaptive emission reduction approach to
reach any global warming target Nat. Clim. Change
12 1136–42

11

https://doi.org/10.1038/s41561-020-00663-3
https://doi.org/10.1038/s41561-020-00663-3
https://doi.org/10.1038/nature08019
https://doi.org/10.1038/nature08019
https://doi.org/10.1038/nature08047
https://doi.org/10.1038/nature08047
https://doi.org/10.1038/nature18307
https://doi.org/10.1038/nature18307
https://www.cambridge.org/core/books/global-warming-of-15c/mitigation-pathways-compatible-with-15c-in-the-context-of-sustainable-development/051AC891C0952E62DEF2510593BC1C10
https://www.cambridge.org/core/books/global-warming-of-15c/mitigation-pathways-compatible-with-15c-in-the-context-of-sustainable-development/051AC891C0952E62DEF2510593BC1C10
https://www.cambridge.org/core/books/global-warming-of-15c/mitigation-pathways-compatible-with-15c-in-the-context-of-sustainable-development/051AC891C0952E62DEF2510593BC1C10
https://www.cambridge.org/core/books/global-warming-of-15c/mitigation-pathways-compatible-with-15c-in-the-context-of-sustainable-development/051AC891C0952E62DEF2510593BC1C10
https://www.cambridge.org/core/books/global-warming-of-15c/mitigation-pathways-compatible-with-15c-in-the-context-of-sustainable-development/051AC891C0952E62DEF2510593BC1C10
https://doi.org/10.1038/s43247-020-00064-9
https://doi.org/10.1038/s43247-020-00064-9
https://doi.org/10.1007/s40641-015-0030-6
https://doi.org/10.1007/s40641-015-0030-6
https://doi.org/10.1007/s40641-017-0055-0
https://doi.org/10.1007/s40641-017-0055-0
https://doi.org/10.1038/s41561-018-0156-y
https://doi.org/10.1038/s41561-018-0156-y
https://doi.org/10.1038/s41586-019-1368-z
https://doi.org/10.1038/s41586-019-1368-z
https://doi.org/10.1002/2017GL076173
https://doi.org/10.1002/2017GL076173
https://doi.org/10.1038/s41612-021-00203-9
https://doi.org/10.1038/s41612-021-00203-9
https://doi.org/10.1038/s41612-020-0123-3
https://doi.org/10.1038/s41612-020-0123-3
https://doi.org/10.1038/nclimate1424
https://doi.org/10.1038/nclimate1424
https://doi.org/10.5194/bg-17-2987-2020
https://doi.org/10.5194/bg-17-2987-2020
https://doi.org/10.1175/2009JCLI3139.1
https://doi.org/10.1175/2009JCLI3139.1
https://doi.org/10.1002/2016GL071930
https://doi.org/10.1002/2016GL071930
https://doi.org/10.1017/sus.2021.25
https://doi.org/10.1017/sus.2021.25
https://doi.org/10.5194/acp-21-853-2021
https://doi.org/10.5194/acp-21-853-2021
https://www.cambridge.org/core/product/identifier/9781009157896/type/book
https://www.cambridge.org/core/product/identifier/9781009157896/type/book
https://doi.org/10.1038/s43017-022-00296-7
https://doi.org/10.1038/s43017-022-00296-7
https://doi.org/10.5194/gmd-9-1937-2016
https://doi.org/10.5194/gmd-9-1937-2016
https://doi.org/10.1175/JCLI-D-12-00544.1
https://doi.org/10.1175/JCLI-D-12-00544.1
https://doi.org/10.1080/07055900.2001.9649686
https://doi.org/10.1080/07055900.2001.9649686
https://doi.org/10.1175/2008JCLI2554.1
https://doi.org/10.1175/2008JCLI2554.1
https://doi.org/10.5194/gmd-13-4183-2020
https://doi.org/10.5194/gmd-13-4183-2020
https://doi.org/10.5281/zenodo.7473133
https://doi.org/10.5281/zenodo.7473133
https://doi.org/10.1038/s41558-022-01537-9
https://doi.org/10.1038/s41558-022-01537-9


Environ. Res. Lett. 19 (2024) 124012 E A Monteiro et al

[52] Silvy Y, Frölicher T L, Terhaar J, Joos F, Burger F A
and Lacroix F 2024 AERA-MIP: emission pathways,
remaining budgets and carbon cycle dynamics
compatible with 1.5 ◦C and 2◦C
global warming stabilization EGUsphere
2024 1–47

[53] Rogelj J, Huppmann D, Krey V, Riahi K, Clarke L, Gidden M,
Nicholls Z and Meinshausen M 2019 A new scenario logic
for the Paris Agreement long-term temperature goal Nature
573 357–63

[54] Smith C J, Forster P M, Allen M, Leach N, Millar R J,
Passerello G A and Regayre L A 2018 FAIR v1.3: a simple
emissions-based impulse response and carbon cycle model
Geosci. Model. Dev. 11 2273–97

[55] MacIsaac A J 2019 The greenhouse gas climate commitment
and reversibility of peak warming from past emissionMSc
Thesis Concordia University Montreal

[56] Dunne J P et al 2012 GFDL’s ESM2 global coupled
climate–carbon Earth system models. Part I: physical
formulation and baseline simulation characteristics J. Clim.
25 6646–65

[57] Dunne J P et al 2013 GFDL’s ESM2 global coupled
climate–carbon earth system models. Part II: carbon system
formulation and baseline simulation characteristics J. Clim.
26 2247–67

[58] Burger F A, Frölicher T L and John J G 2020 Increase in
ocean acidity variability and extremes under increasing
atmospheric CO2 Biogeosciences 17 4633–62

[59] Boucher O, Friedlingstein P, Collins B and Shine K P 2009
The indirect global warming potential and global
temperature change potential due to methane oxidation
Environ. Res. Lett. 4 044007

[60] Gregory J M 2010 Long-term effect of volcanic forcing on
ocean heat content Geophys. Res. Lett. 37 L22701

[61] Frölicher T L, Joos F, Raible C C and Sarmiento J L 2013
Atmospheric CO2 response to volcanic eruptions: the role of
ENSO, season, and variability Global Biogeochem. Cycles
27 239–51

[62] Li S, Liu W, Allen R J, Shi J-R and Li L 2023 Ocean heat
uptake and interbasin redistribution driven by
anthropogenic aerosols and greenhouse gases Nat. Geosci.
16 695–703

12

https://doi.org/10.5194/egusphere-2024-488
https://doi.org/10.5194/egusphere-2024-488
https://doi.org/10.1038/s41586-019-1541-4
https://doi.org/10.1038/s41586-019-1541-4
https://doi.org/10.5194/gmd-11-2273-2018
https://doi.org/10.5194/gmd-11-2273-2018
https://doi.org/10.1175/JCLI-D-11-00560.1
https://doi.org/10.1175/JCLI-D-11-00560.1
https://doi.org/10.1175/JCLI-D-12-00150.1
https://doi.org/10.1175/JCLI-D-12-00150.1
https://doi.org/10.5194/bg-17-4633-2020
https://doi.org/10.5194/bg-17-4633-2020
https://doi.org/10.1088/1748-9326/4/4/044007
https://doi.org/10.1088/1748-9326/4/4/044007
https://doi.org/10.1029/2010GL045507
https://doi.org/10.1029/2010GL045507
https://doi.org/10.1002/gbc.20028
https://doi.org/10.1002/gbc.20028
https://doi.org/10.1038/s41561-023-01219-x
https://doi.org/10.1038/s41561-023-01219-x

	FROT: A Framework to comprehensively describe radiative contributions to temperature responses
	1. Introduction
	2. Methods
	2.1. Development of the assessment framework
	2.1.1. RCs from CO2 emissions and carbon cycle responses
	2.1.2. RCs from anthropogenic non-CO2 GHGs and aerosols
	2.1.3. RCs from natural external climate forcing
	2.1.4. Earth heat responses
	2.1.5. Comprehensive framework with contributions from all components

	2.2. Model and scenario description

	3. FROT application and examples
	3.1. Evaluation of individual components of the framework and proof of concept
	3.2. TempStab scenario comparison
	3.3. Application of FROT to a fully-coupled Earth system model

	4. Conclusions
	4.1. Scenario and framework outcomes
	4.2. Framework outlook and limitations

	References


